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CHAPTER FOUR
VECTORS AND VECTOR SPACES

X
Vectors: Consider the matrix X = {y } of degree (2x1) paired with X the line segment

has a tail O(0,0) Its vertex is P(x,y) and vice versa with the directed-line

segment OP . Y
Pixa)

— | X
The vector is in the plane: It is the matrix X = {y} of degree (2x1), where x and y

are real numbers called components of X.

—

X — | X
Equal vectors: The vectors Xz{yl} and Yz{yz} are equal if and only if the
1 2

corresponding elements are equal; that is x; =X, and y; =ys.

0 -3
in the second roware not equal

2 2
Example: The vectors { } and { } are not equal since the corresponding elements

Remark: ‘The beginning of the vector may not be the origin point, so its beginning
may bgé\the point (a,b). The line vector @ beginning from P(a,b) (not the origin

peint)-and ending with the point Q(X,y), so this vector can be represented by the vector
R'O'(x",y") whose beginning is at O and its vertex is the point (x —a,y — b).
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Y Q)

P(ab) Q-ay-b=y)

X

P'(0,0)

Examples:
. — |2
(1) If Q(s,t) is the vertex of the vector PQ, where P'Q'=L} whose beginning

P(-5,2), we can find the values of s and t as follows:
X—a=X =>5s-(-5)=2 =>s=-3
y—-b=y = t-2=3 = t=5

Y
'y

Q(-3.5)

3 | @3)

'y
v
ke

v

. . |2
(2) If P(a,b) is the beginning of the vector PQ, where P'Q':LJ and the vertex is

Q(7,5);find the value of each a, b ? N

Solution: 5 Q(5)
7-a=2"= a=5 and 4 /

3 @3)
5-b=3 = b=2 2]

P(52)

| L L1 . X

Definitions:
< sl L2,y 2

(1) The length of the vector X (x,y) is HXH =\X“+Yy“. R I(x,y)
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(2) The length of the straight line segment P,P, it

"""""""""" Py(x2,y2)
is the distance between the two points P1(X;,y1) & ;
and Py(x,,y») which is equal to y _lil_(a_cl,yl) 5

HEHZ\/(XZ —X1)? +(¥2 = ¥1)° !

X1 X2

Examples:
(1) Find the length of the vector X = (6,—-8)?
Solution:

X[ =yx2+y2 =\(6)° + (-8)* =/36+ 64 = 10010

(2) Find the distance between the two pointsB(2,3) and Q(5,-1) (The length of the

straight line segment %)?
Solution:

[PQ|=/(5-2)% + (-1-3)? = (3% (~4)* =25 =5

| X — | X
Remark: The two vectors\X; :{yl} and X, ={y2} are parallel if x; y, = %oy,
1 2

that is, if and only if they are located on vertical or straight lines with the

same slope,
y y y y

If ml:_l,m2:_2 > m=m, = 222 = X1 Y2 =XoV1.
X1 X2 X1 Xy

Operations on vectors:
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Definition: Let both X = (X1,Y1) and Y = (X,,Y,) be vectors in the plane, so their

sumis X+ Y =(X1,y1)+ (Xp,¥5) =(Xg + X, Y1 +Y5).

Example: Let X =(15) and Y =(2,-2), then :\ (1,5)
N
X+Y=(@15+(2,-2)=(3,3). : %?”7/:7\[ (3,3)
/
// ; -
™~ T
| N

Definition: Let X:(x,y) and k is any real
number, then kX =k(x,y) = (kx,ky)

If k>0, then kX has the same direction of.X..
If k<0, then kX has opposite direction-of X.

Remark: The vector 6:(0,0) is called the zero vector and X+O=X.
Also ?(+(—1)§:6 and writes (—1))? as the form —X and called minus X, and
X-Y=X+ (—\7) called the difference between X and Y .

N

Note that adding two vectors represents one of the diagonals of a parallelogram and
subtracting two vectors representing the other.

The angle between two vectors: the angle between two non-zero vectors
X =(Xq,y1) and Y =(X,,Y,) is the angle 0 and 0 < 6 < 180°

Prof.Dr.Niran Sabah Jasim, Assist.Prof.Dr.Suaad Gedaan Gasim, Assist.Prof.Dr.May Mohammed Helal 95



IX ¥ =[K[" + [V ~2[K][V]cos6  (Thetaw of the cosin) e
X—VZ(Xl_X2)+(Y1_Y2)
Hi —VHZ = (X4 —Xz)z +(y, - y2)2

2 2 y2 2
=X{ +Y1 +X5 +Y5 —2(XXp +Y1Y5)

—12 —12
IR [ - 20+ vy )

Substituting in (1) we get that

X1 Xo+¥Y1Y>

c0s0 = T
[lv]

. where H)?H - OHVH 0

Inner Product

Definition: Let X = (Xy,Y1) and Y & (X,,Y,) be two vectors, the inner product of
the two vectors Xand Y or dot product is defined as

XY= XX, +V¥,Y,

Accordingly, the previous.law will be

X-Y

— ,0<06<
XY

Ccos0O =

Example: Let X = (2,4) and Y = (-1,2), then

XY =@ +@@=6 , [X|=v2’+4 =20 , [Y]|=y(-1?+2* =5

6 0 :
C0S0=——==0.6=0=53.2" approximately

V205

Remark: If X-Y =0, then cos 6 = 0 and the vectors are orthogonal if and only if
X-Y =0
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Example: The two vectors X =(3,-4) and Y =(4,3)
are orthogonal since
X-Y =(3)(4) +(-4)(3) =0.

(4.3)

=

kel

(G4

Theorem: Let X, Y and Z are vectors, K is any number, then

(1) HXH >0 satisfy the equality if and only if X =0

—

(2) =Y X (Commutative property)
(3) (X + Y) Z=X-Z+Y -Z (The property of distributing multiplication on the addition)
@) (kX)-Y=X-(kY)=k(X-Y).

Unit Vector: It is the vector whose length'is equal to one unit.

—

If X anon-zero vector, the unit vector is the vector U= WX

Example: Let X = (-4, 3).be a vector, then

HXH:\/(—@Z +3? :\/an\/E:S

_ 4 3
U= —(—4,3) D (?,—) it is the unit vector because

‘UH \/(_) 2 ) \/16+9

Rémark: Y
(1) i=(1,0) and j=(0,1) unit vector in [J 2 they 4@1)
J .

are orthogonal to where i lies toward the positive
X-axis and j toward the positive Y-axis.

0[ i (Lo
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(2) The vector X=(x,y) in (12 we writes in terms of i and j in (2 as follows
X=xXi+Vy].

Example: Let X = (-3,7),then X=-3i+7j.

Vector of type n

Definition: The matrix X = : Is said to be a vector of type n”"and X3,X,....X,

L™ N Inx1

called the components of the vector X.

X1 Y1
- | X2 S | Y2 _ _
Remarks: The two vectors X =| . and” Y = : of the type n is equal if
_Xn_nxl -yn_nxl

(A <i<n)and (x; = y)).

1] (1]
— |3 — |3 —
Example: The two vectors X = @ and Y = @ of type 4, X #Y since the third
5

5
component ofthem not equal (4 #- 2).

Remark:” The vector can also be written in a row. For example, in the previous
example the vectors can be written as X =[1,3,-2,5], Y =[1,3,4,5].

Operations on vectors:

Let X= [X1, X2, ..., Xn] and Y = Y1, Y2, ..., Yn] be any vectors, k any number,
then
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(1) kX = K [X0, X ... %] = [K X0.K Yoo ...k %]
2) X+Y =[X0, Xay ooy Xl + V1, Y2u o Yl = [X0 + Y1, X2 + Yo, .oy X + Y]

(3) )_{_V:i—i_(_v):[xll X2, ---,Xn]—[YL Yo, ..., yn] = [Xl_y]-’ X2 — Y2, "'5Xn_yn]

Meaning multiplying a vector by any number, it is the same to the Jaw of
multiplying a matrix by a number, as well as addition and subtraction.

— — — |13 -5
Example: Let X; =[2,3,-4], X, =[-1,2,6] , X3 :{EZE} , findthe value of
e, 1 — —
(1) 2X;+X,-8X3 (2 E(Xl - X5)
Solution:
— = 1.:3--5
1) 2Xl + X5 —8X3 =2[2,3-4] +[-1,2,6] -8 E’Z,E

= [4,6,-8] + [-1,2,6]-[4,6,-5] = [-1,2,3]

l— —, 1 1
(2) E(Xl - XZ) - E ([2’3’_4] L\ [—112!6]) - E [311’_10]

3
2.2
Exercises:

(1) Let X, =,[3;1:4], X, =[2,2,-3], X5 =[0,-4,1], X, =[-4,-4,6], prove that
(a) 2Xg ~5X, =[-4,-8,7]

(b):2X, + X, =0
(c) 2X; -3X, - X3 =0

—_—

(d) 2X; - X, - X3+ X, =0

(2) Draw a diagram of a straight segment directed at [I 2 which represents the
following
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. |2 — |3 — | -3 — |0
(@) Xy :{ 3 } (b) X, :L} (€) X3 2{_3} (d) X4 :{_3}

(3) Find the vertex for each of the following vectors and draw a diagram for it

(a) The vector _5 } and the tail (3,2).

2
(b) The vector 5} and the tail (1,2).

(4) Find X+Y , X-Y and 3X - 2X
(@) X=(2,3),Y=(-25).
(b) X=(0,3),Y =(3,2).

(5) Let §=(1,2),\7=(—3,4),2=(x,4),U=(—2,y),find x and y such that

JE—

- 3— — A —
(@) Z=2X (b) EU:Y (c) 4:U=X
(6) Find the length for each of the'following vectors
(@ (1.2) (b) (3-4) (e (0,2)

(7) Find the distance foreach pair of the following points
(@) (34).(2.3). .(bB) (34),(0,0) (c) (2,0),(0.3)

(8) Find the unit vector with the direction of X
(@) X=(=3,4) () X=(-2-3) (c) X=(5,0)

(9) Find X-Y for each of the following vectors
(@ X=(12),Y=(2-3) (b X=(-3-4),Y=(4-3)

(10) Prove that
@ i-i=j-j=1 (b) i-j=0
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(11)  Which of the following vectors X;=(12), X,=(01), X;=(-2,-4),
X, =(-21), X =(2,5), Xg =(-6,3) are
(a) orthogonal (b) In the same direction

Theorem: Let X,Y, Z be avectorsin [] " and let ¢ and d numbers, then

(@) X +Y vectorin [ " (0" is closed under the addition of vectors operation)
ﬂ)§+7:7+§
(2) X+(Y+2)=(X+Y)+Z

—

(3) There exists unique vector O which is called zero vector in [1" such that
X+0=0+X=X.
(4) There exists unique vector ~X in[1 " suchthat X + (-X)=(-X)+ X =0

(b) ¢X vectorin [ "
(5) c(X+Y)=cX+cY
6) c+d)X=cX+dX
(7) c(dX)=(cd)X
8) 1- X=X

Definition: The length of the vector of the norm X = (X1, X2, ..., Xn) IN [] " is

Hi”z\/X12+X22+...+X§= ﬁixf )
\ 2

Or it is a distance between the point (xy, X, ..., Xn) and the original point.

Example: Find the value of the numerical constant k to make the norm of the vector
A = (5,3,k) equal to /50 ?
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Solution:
HKH = \/52 +32 + k?

\/%:\/25+9+k2
\/%:\/34+k2

50 = 34 + Kk Square both sides
50 — 34 = k*
16=k* = k=F4

Definition: The distance between the points (X1, Xo, ..., Xn) and {y1; Yz, ..., Yn) IS the
length of the vector X —Y where iz(xl, Xo, ..., Xp) and Y =Y5Y2, ..., Yn)-

HX—VH:\/(XI_yl)Z + (X2 _y2)2 +..+ (X, _yn)2 :\/zn:l(xi _yi)2 ...(2)

Example: Let X =(2,3,2,-1),Y =(4,2,1,3)

XH:\/ZZ +32 +2% 4+ (-1)? =418

7“:\/42+22+12+32 :\/%

X-Y|=y(@-424(3-2%+(@2-1% + (-1-3)* =V22

Example: Find the value of the numerical constant k to make the distance between
the\vectors A = (3,—1,6,3) and B = (2,k,1,—4) equal to 6 units? (Home work)

Remarks:
(1) The length of the vector represents the distance between the vector and the original
point.

(2) The distance between two vectors in 1" represents the distance between the
vertices points of the vectors.
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(3) Prove that Hi — \7” = HV — XH

Inner Product on "

Definition: Let y(:(xl, X9, ..., Xn) @nd Vz(yl, Va, ..., Yn) Vectors in [1 " then theihner
product is defined as the form

—_— —

X-Y=X1Y1+X Y2+ ... + X0 Vi

. n
=2 Xy
i—1

The inner product is also called point product.

Example: Let X = (2,3,2,—1) and Y = (4,2,1,3)"two vectors, then
X-Y=2)@) + (3)(2) + (2)(1) + (-1)(3) =846 +2 -3 =13

Cauchy-Schwarz Inequality
Theorem: Let X,Y beaveetorsin (1", then |X-Y | < || XY .

Proof: If Y = O, thenfiY II=0and X-Y =0 and the theorem satisfy.
Let X=0O,Y =0.-and r arbitrary fixed, then

(X —rY)-(Xe=1¥) =0 (previous theorem)
X-X —2eXY +rPY-Y 20
IXN2—2tX-Y + P 1Y |2

Because r represent any constant, the inequality above is true when I = Y,

— — — —\2

XY < X-Y
IXIP-2=—=X-Y + 1Y 112

Y-Y Y-y¥
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2 IR
Ruz—z(X'Y) +[(X.Y)} IY1I> >0

X
— —\2 — —\2
Y)Y
MM

IXINY I1P=2(X-Y )2+ (X-Y)?>0 multiply by 1Y II?

I X |I1° =2

IXIPNY 13- (X-Y)*=0
IXNAY 122 (X-Y)?

- — - —2 =
I X-Y < IIXIYI (\/X = ‘XU , taking-thé-square root of both sides

Example: Let X = (2,3)and Y = (1,0), then
X-Y =(2)(1) + (3)(0) = 2

F|- 7% - . [7]- G - - -

X-¥]=2<13=[X][¥]

Definition: The angle bétween the two non-zero vectors X and Y is the unique

XY

number 6 and,0 <9< r;, where C0SO = ———
X [¥]

From~Cauchy-Schwarz inequality we note that <1 also we know that

X[V
lcos O] < 1.

Remark: We note that ‘Y-V‘:|COSG|HYHHVH. That is, the Cauchy - Schwarz

inequality becomes equal if we multiply the right-hand side by the absolute cosine of
the angle between the two vectors
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Example: Let X=(1,0,0,1) and Y = (0,1,0,1), then
Rz . 72 . %Y1
Therefore,

X-Y 1 1

MVl V222

C0sO =

= ezcos—% — 0=60°,

Exercise: Find the angle between each of the following vectors:

(1) X=(0,1)and Y= (1,0 Solution: 90°
(2) X=(0,0,1) with itself Solution: 0°
(3) X=(0,0,1)and Y= (1,0,1) Solution: 45°
(4) X=(2,3,4) with itself Solution: 0°

Definition: Let X,Y be avectorsin (1" we say that

—

(1) X and Y are orthogonal if X-Y =0 or if one of the vectors is zero.

—

2) X and Y are parallel if \YV\:HS&HHVH

(3) X and Y are in the same‘direction if YV:HYHHVH

Remark: The previous,definition can be formulated as follows:
Let X,Y beavectorsin 1" and 0 is the angle between them, then

—

(1) X and Y- are orthogonal if cos 6 = 0.

—

(2) X and Y are parallel if cos 6 = + 1.

—

(3) "X and Y are in the same direction if cos 0 = 1.

Example: Let X =(1,0,0,1), Y =(0,1,1,0) and Z=(3,0,0,3).
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—_— —

X-Y=0,Y-Z=0,s0 X and Y are orthogonal, also Y and Z are orthogonal.
K 226, [X|- 2. 2] 5 — [q2|-~285 550 - %2

Thus X and Z are parallel and because X - Z positive then X and Z are in the same
direction.

Exercise: Any pair of the following vectors is parallel and which is orthogenal
X1 = (2,3-1-1), X, = (-2,-1-3,4), X3 = (1,2,3,-4), if there is a parallel pair are
they in the same direction?

The following theorem is a result of the Cauchy-Schwarz inequality and it is
called the triangle inequality

Theorem: Let X,Y be avectorsin [1 ", then HY +7H£HYH+HVH

Proof:
| X+ YIP=(X +Y)(X+Y) (X-X =1l XII>>0 by previous theorem)
=X X +2(X-Y) # YooY
= IXIP+2 (XY + 1l YIP
<IXIZ+2WXIY I+ 1Y > Cauchy-Schwarz inequality
=X+ 1Y 112
X+ YA X+ 1Yl taking the square root of both sides

The following theorem is also an important theorem which is called Pythagorean
Theorem.
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Theorem: Let X,Y be a vectors in [1", then HY+7H2 :HYHZ +H7H2 if and only if

—

X and Y are orthogonal.

— =2
Proof: (=) By previous theorem X-X:HXH >0 we get o
X+Y =
— o i X
IX+Y IP=(X +Y)(X +Y) —
Y

=IX 1P+2(X-Y)+1Y |2 (D)
when [X + [ = x| +[ [ then 2X -¥) =0, then
X - Y =0 which is mean that X and Y are orthogonal.

(<) X and Y are orthogonal, then X -Y =0 and so equation (1) become

- =X+

Example: Let X =(0,0,0,3) and Y = (0,- 4,3,0)
|- 5= . [¥]-% =5 . [x] 4]~
X+Y =(0-433)= HF(’ 4 VH:
IX+YI2=34=32+52= [ XN+ Y |

—

X-Y =0, so we get that Xband Y are orthogonal

Definition: The‘unit-Vector U in (1" is a vector of length one unit.

—

If X is afion zero vector in " then the vector U defined as u :WX IS a unit
vector.in the same direction of X .

Example: Let X = (1,2,2) and Y = (2,0,0), then IX11=3and 1Y =2

The two vectors U and UZ defined as

(122) (200)
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Are unit vectors in the same direction of X and Y respectively.

In the case [1 2 indicates unit vectors in the positive directions of the axes X , Y
and Z symbols i = (1,0,0), j = (0,1,0) and k = (0,0,1).

Also the vector X = (x,y,2) in [J 3 can be written by using the form of the unit vectors

I, J and k as the form X =xi+yj+zk.
As example the vector X = (2, —1,3) writes as X =2i -]+ 3k.

In general: in the case of LI " the unit vectors in the positive directions of the axes are
U, =(1,0,0,...,0) , U, =(0,1,0,...,0) , ..., U, =0,0.0....,1) which are mataually
orthogonal.

If X= (X, X,....%) then X =x.U; +xU, +%. ¥ x,U, .

Exercises:
(1) Find the unit vector U in the.same direction of X for each of the following
(a) X =(2-1,3)

(b) X =(1,2,3,4)
(c) X =(0,1-0)
d) X =1(0>1,2-1)

(2) Wiite X and Y In terms of unit vectors i, j and k, where X= (1,2, —3) and
Y = (2,3, -1).
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Vectors Space

Definition: We call V a real vector space (or V vector space over R),if the set of
elements has two operations:

@: Binary operation on vector space, i.e. ® :V—> V

(©: The multiplication operation © is an application from R xV-to-V, and called the
multiplication operation by a real number. Meaning ©: RxV——> V

Satisfy the following axioms:

First: Axioms of Addition

(1) Closure: The effect of vector addition, i.e. if Y,V eV, then (Y+V) eV.

(2) Associative: If X,Y,Z eV, then (5(+\7)+2=Y+(\7 +2).

(3) ldentity element: For addition therg-exists an element denoted by (6) such that,
X+0=0+X =X , YV XeV

(4) Addition Inverse: For all XV there exists Y e V such that
X+Y=Y+X =0, Y iscalled the inverse of X and denoted by (—)7).

(5) Commutative: Forah X, Y eV, X+Y=Y+X.

Second: Axioms.of'Scalar (Real) Multiplication

(6) For any are R and any X eV, then a.X e V.
(7) 1f P& Rand X e V, then (o B) X = a(BX).
(8) Forany X eV, then 1. X = X.

Third: Axioms of Distributives
9) Ifo, pe Rand X e V, then X +BX =aX (o +p).
(10) If o € R and X,Y eV, then oc(?+\7) —aX+aY.

Remark: We call for any element of vector space by a vector.
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Example: Show that R (set of real numbers) with addition and multiplication
operations is a vector space

Solution:

First: axioms of addition:

D If x,ye R, thenx+yeR (closing by the effect of the addition operation)
@) If x,y,ze R, then(x+y)+z=x+(y+2z) € R (the addition,operation is associative)
(3) 0 € R (identity element), Vx € Rthenx+0=0+Xx=X.
4 xeRand—x e R, then x+(-X)=(—x)+x=0

(— x) is the additive inverse for x.
B5)x,y e R,thenx+y=y+X (the addition operation is commutative)

Second: Axioms of Scalar Multiplication

(6) If X,y € R, thenxy e R (closing by the effect of the multiplication operation)
(MHIf x,y,ze R, then(xy)z=x(y2) e R (the multiplication operation is associative)
BleR1-x=x-1,Vxek.

Third: Axioms of Distributives

9 If x,y,ze R, then(x+y)z=xz+yze R
(10) If x,y,Z e Rythenz(x+y)=zx+zy e R.
Thus (U ,+,-) is'a'vector space.

Remark:If V is a vector space on the set of the complex numbers C then it is called
complex vector space.

Example: The set | (set of integer numbers) with addition and multiply be a real
number not a vector space, i.e. (I,+,-) is not a vector space.

Solution:

The operation of multiplication by a real number does not satisfy or what is called

(closed in effect of the multiplication operation).
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Takex=8 e |, azl,then ax =1-8=§¢I.
3 3 3

So, (I,+,") is not a vector space.

Example: Check in detail that R? vector space, where 1 ={(a,b):a,b ]} if'(+) and
(-) defined as the formulas 7
(a,.b,) +(@,.b,) =(a, +a,,b, +b,)
k (a,b) =(ka,kb)
Solution:
First: axioms of addition: v
(1) Let X=(a,,b,),Y =(a,,b,) 0 2,a,,b,,8,,b, €[
i + V = (ai’bl) + (azvbz)
=(a, +a,,b, +b,)el? (definition\the addition operation of two vectors)
—

el el
=~ The closure operation with the effeCt\of vectors addition satisfy

(2) Let i = (a1’b1)'7: (az,bz),Z: (as’ba) ell Zlawblfaz’bz’as’bs ell

(X+Y)+Z=((a,b,) +(anby)) + (a,.b,)
=(a, +a,,bp+b,) + (a;,b;)
=((a, +a,) +a,,(b, +b,) +b,) (definition the addition operation of two vectors)
=(ar+(a, +a;),b, + (b, +b,)) (the addition of numbers is associative)

X+ Y)+2Z=(a,b,) + (a, +a;,b, +b,)
:(ai’bl) + ((azvbz) + (asvbs)
=X+(Y+2)
» The associative operation is satisfy
(3) For all X =(a,b)e1? there exists O=(0,0) € ? such that
X +0=(a,b) + (0,0)
=(@+0,b +0) (definition the addition operation of two vectors)

=(a,b) =X (Zero is the additive identity element of numbers)
=~ The identity element exists

Prof.Dr.Niran Sabah Jasim, Assist.Prof.Dr.Suaad Gedaan Gasim, Assist.Prof.Dr.May Mohammed Helal 111



(4) For all X=(a,b) el there exists —X = (—a,—b) €[] ? such that
X +(=X) =(a,b) + (-a,-b)
=(a+(-a),b + (b)) (definition the addition operation of two vectors)
=(0,0)=0
=~ The addition Inverse exists
(5) Let X=(a,,b,),Y =(a,,b,) 01 2,a,,b,,8,,b, €[
i + V = (a1’b1) + (azvbz)
=(a, +a,,b, +b,)
=(a, +a,,b, +b,)
=(a,,b,) +(a,h,) (the additienof numbers is commutative)
_V+X
=~ The commutative property satisfy

Second: Axioms of Scalar Multiplication
(6) For any X = (a,b) ] % and for any number r e[

rX=r(ab)=(ra,rh)el?

el €l

(7) For any X = (a,b) €12 andfor any numbers r,t e[|

(rt)X=(rt)(ab)=((ft)a,(rt)b) (definition the scalar multiplication)
2(r (ta),r (tb)) (the multiplication of numbers is associative)
=r(tath) (definition the scalar multiplication)
=r(t(a,b)) (definition the scalar multiplication)
=r(t X)

(8) Forany X =(a,b) el 2 and for any number 1el
1-X =1(a,b)
=(1a,1b) (definition the scalar multiplication)
=(ab)=X

Third: Axioms of Distributives
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(9) For any X =(a,b) €12 and for any numbers «, 8 el
(a + ,B))—( =(a+ p)@b)=((a+ pa,(x+ F)b) (definition the scalar multiplication)
=((aa + pa),(ab + pb))
=((aa,ab) + (pa, pb))
=(a(a,b) + p(ab))
=a§+ﬂ§

(10) For any X =(a,,b,), Y =(a,,b,) €[1%,a,,b,,a,,b, €1 and any €l
(Z(i + 7) =a((a,,b,) +(a,,0,))
=a(a, +a,,b, +b,) (definition the addition-operation of two vectors)
=(a(a +a,),ab, +b,)) (definition the'scalar multiplication)
=(O!a1 +aad,, Olb1 + Olbz) (the multiplication distribution over the addition of numbers)
=((aa,,ab,) + (ca,,ab,))  (definition the addition operation of two vectors)
=a(a,b,) +a(a,,b,) (définition the scalar multiplication)

=aX+aY

. R?is a vector space

Exercise: Prove that R® is‘awvector space where 7°={(a,b,c):a,b,c e1}?

Definition: Stppose (1" ={(x,,X,,...,X,):X, e0}fori =1,2,..,n and let
X = (X X500 0X ), Y = (Y, Y 50 Y, ) €0 ", define addition operation on [1 " as
X+ Y=, Xy X ) (Y Y g Y )
=X, + Y X, + Yo X, +Y,)
© Multiplication by a scalar (standard) or real number on [J "

FX =1 (X, X000 X, )= (X, Xy, 1X,)

Exercises:
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(1) Show that (0 ",®,[) is a vector space.

& &,
a 4,
with the addition and multiplication by a real number on matrices. Prove that \WW-.is

(2) Let W=M,, = { },ai ell,1 =123, 4} be a set of all matrices of degree 2x2

a vector space on R.

Example: Let V ={(x,,x,):X,,X, €l],X, :;x1 +1}. Is (V,+,-)vector space such that

(+) is the ordinary addition on [ ? and (-) is the ordinary multiplication of an element
in [ ? by a real number k.
Solution:

Let X,Y eV such that
X =(a,8,),Y = (b,,b,):a,a,,b,b, € ,a, =;a1 11b, =;b1 i1
i+v:(a1’a2)+(b1’b2):(a1+b1’a2 +b2)
%+m:§q+D+QQ+D
1 1
="a, +1+ b, +1
2™ 2
1
:E(a1 +b, )2
1
;«tg(a1 +b,)+1
L X+YeV
For an example: X,Y eV such that X = (0,1) ,1:i(0) +1and Y =(2,2), 2=i(2) +1
X+Y=(0,1) +(22)=(23) ¢V because 3¢;(2)+1.

So the addition operation not closed on V.
~ (V,+,)) is not vector space.
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Example: Let V={(x,,X,,X3):X,X,,X;€l}. Is (V,+,-) vector space if (+) and (-)
defined as the formulas ¢ X =c(x,,X,,X5) = (¢X,,X,,X,)and

i+v = (X1’X21X3) + (y1’y2’y3) = (X1 +Y, X, +Y, X3t y3)

Solution:

In this example all the conditions satisfy except the first condition of axioms. of
distributives in (Third).

Let iz(a,b,c)ev, a,fpell

(a+ B)X =(a+ p)ab,c)
=((ax + p)a,b,c)

aX+ X =a(ab.c)+ B@b.c)
=(aa,b,c)+(pa,b,c)
=((a+ p)ab +b,c+c)
=((ax+ p)a,2b,2c)

((ax + B)a,2b,2c) # ((a + B)a,b,c)
v aX+ fX#(a+ B)X
~ (V,+,") is not vector space:. (Make sure the rest of the conditions are satisfy)

Example: Is (V,®,Q) vector space where © and © are defined as the formulas
¢ X =c(x,,%5%;) = (cx,,0,0)

XOY =(X5X5X5) D (Y1 Y51 V) = (X, + Y X, + Y X5 +Y5)

Solution:

(V,®,@)'is not vector space, because if X =(X,,X,,X;) €V X, X,,X; €]

1] f(zl(xl,xz,xg,):(xl,O,O)¢(xl,x2,x3):>1D X#X.

Example: Let V be the set of the solutions of the system of linear equations
A Xnx1 = B such that By,g # O IS (V,+,:) vector space with the addition of
matrix and multiply the matrix by a number.

Solution: Let X,Y eV

AX=B ..(1) & AY=B ..(Q2
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A(X+Y)=AX+AY
=B+B=2B From (1) and (2)
#B

. (f( + 7) ¢V
. (i + V) not necessary that the system of linear equations has solution.

~ V not closed under the addition operation
~ (V,+,-) is not vector space

Exercises:
(1) Let V={(x,y):x,y ell,y =2x}. Is (V,+,") vector,space?

(2) Let V be a set of real functions defined ont. then (V,®,[1 ) is a vector space where
f.gev,cell,(f ®@g)(x)=f (x)+g().c g)x)=c-g(x)

(3) Let V={(x,,x,,0):x,,x, €ll1}. ISi{V,®,l] ) vector space where defined as the
formulas (x,,x,,0)®(y,, ¥, 0=(x, +y,,X,+VY,,0) and

¢ X=c(X;,X,,X3)=(€X}cX,,,0)

(4) Let V be the set of al polynomial vectors of degree (2) or less, p € V, where for all
X ell,p(X) =agfaX +ax’,apa,acll,forp,qeV
P(X) = ap + aX+aX, q(X) = by + byx + byX’, &g, a1, @y, by, by, by €

(p ® Q)(X)="(ao + bo) + (ar+ by)X + (az* by) X’
(c.AP)(X) = cap + (cay)x + (ca)x%; ¢ el
Prove that (V,®,[] ) is a vector space.
(5) Show that is the following sets with the operations defined below represent a
vector space and if not, which conditions are not satisfy?

(@) The set of all ordered triads of real numbers (x,y,z) with the two defined
operations (x,,Y,,Z,)®(X,,Y,,2,)=(X; +X,,¥,+V¥,,2,+2,) and
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cll (x,y,2)=(x,L,2).

(b) The set of all ordered triads of real numbers in the form (0,0,z) with the two
defined operations (0,0,z,) ©(0,0,z,)=(0,0,z, +z,) and
cl (0,0,z)=(0,0,cz).

(c) The set of all ordered pairs of real numbers (x,y) with the two defined
operations (x,,Y,) ®(X,,y,)=(X; +X,,y, +VY,) andcll (x,y)=(0,0).

6)LetvV={f;f.[0] —> [I,f(0)=1}. Is(V,+,) vector space?

(7) Which of the following is a vector space with ordinary addition and multiplication
over [ ?
i) W={(x,0);xell} (i) W={(x1);xell} M)y W={(xx);xel}

(8) Which of the following is a vector space with ordinary addition and multiplication
over [1°?
(i) W={(a+3bab);a,bell} (i) W={(—a,-2a,a);aell }

(9) Which of the following is a vectorspace with addition of matrix and multiply the
matrix by a number?

(i) W ={[ajlox2; @12 =0, a7t} (i) W = {[ajjlox2; @11 = @ = 0}

(iii)W:{s ; 8} ab.c.d eu}

Subspaces

Definition: Let V be a vector space and W is a non empty subset of V, if W is a vector
space for the two operations defined on V we say that W is a subspace of V.

Examples: Let W = {(a,b,1); a,b €1 }, W < [1 2, is W a subspace of [1°?
Solution: Let X,Y € W, where
X =(a,b,,1),Y =(a,,b,,1)
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Y-FV:(apbl’l) +(a,,b,,1)
:(al +a’2’b1 +b272)¢(a1 +a2,bl +b211)
(§+7)§£W

Thus W is no a subspace of [ .

Theorem: Let V be a vector space with the two operations @ and ©, ¢ # W< V. Then
W is a subspace of V if and only if the two conditions satisfy

() If X,Y eW, then X®Y eW
(2)Iftell and XeW, thentll XeW

Proof: (=) LetWc V
. W is a subspace from the definition.

. W is closed for addition and closed for multiplicationby a number i.e. properties (1)
and (2) are satisfied.

(<) If W is closed for addition and closed for multiplication by a number, we must
prove that W is a vector space.

First: axioms of addition:

(1) W closed for the addition.from hypothesis.

() 1f X,Y,ZeW, then X,¥,Z eV because W c V
But the addition isfassociative on V (since V is a vector space)
X®Y)DZ=X (Y ®Z)
.. @ associative on W

(3) Let X W, because W is closed for multiplication by a number, so
(DX =-XeW
X®X=(-X)®X=0 (W closed for the addition)
Thus —X the additive inverse for the vector X.

(4) Because (-X)eW and X® (-X)=(-X)®X=0 (W closed for the addition)
Thus OeW. So O is the identity element for the addition operation.

(5) If X,Y e W, then X,Y €V because W c V
But the addition is commutative on V (since V is a vector space)
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L XOY=Y®X
.. @ commutative on W

Second: Axioms of Scalar Multiplication

(6) W is closed for multiplication by a number by hypothesis.
(7) Leta, B e[l and X eW, then X eV because W < V
But V is a vector space, thus (e8)X = a(B8X) e W.

(8) Let X e W, then X eV because W c V
But V is a vector space, thus 1[] X=X .

Third: Axioms of Distributives
(9) Leta, B e[l and X eW, then X eV because W c V
But V is a vector space, thus (o + )X =aX ® fX.
(10) Let o €[] and X,Y e W, then X,Y eV because W = V
But V is a vector space, thus (X ®Y)=aX® aY .

Therefore (W,®,0) is a vector space andqalso is a subspace of (V,®,0).
Example: Let W = {(a,b,0); a, b e[[-};W < [1®, is W a subspace of []°?
Solution: Let X =(a,,b,,0),Y =(&,;0,,0) e W
(1) X +Y =(a,h,,0) + (a,,b;;0)
=(a, +a,,b, +b5,0)

Since the third component equal zero, so X +Y e W
(2) Let X =(a,,bp0)e W,a el , then aX = a(a,,b,,0) = (aa,,ab,,0) e W

aXeW
The two-properties are satisfy, thus W is a subspace of [1°,

Exercise: Let W={(a,b); b=2a,a, bel }, Wc 2. Is W subspace of []??

Remarks: If (V,®,0) is any vector space, then
(1) (V,®,0) is a subspace by itself because V < V and V is a vector space.
(2) W= {6} is a subspace of V.

Therefore for any non zero vector space there exists at least two subspaces of it.
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Proof (2): OeW, then O+0=0eW

. Wis closed for addition operation
6eW,aeD , then a-0=0eW

. W is closed for multiplication by a number
. W is a subspace of V

Exercise: Let V=07% W ={(xy);ax+by=0,x,y €} wherea and bare real
numbers. Prove that W is a subspace of [] 2.

Examples:

(1) Let AX=0 homogeneous system where A is a matrix .of degree mxn and let
W " contains all the solutions for this homogeneous system, then W is a
subspace of [1".

Solution: Let Y,ZeW <", then Y and Z two solutions for the homogeneous

system,i.e. AY=0 and AZ=0

@) AY+Z)=AY+AZ =0+0
AN +2)=0
Thus Y + Z solution for the homogéneous system, i.e. Y +Ze W.

(b) Lett e,YeW
AtY)=t(AY) (by previous theorem)

=t(0)
AtY)=0
StY eW
Thus t ¥ ‘is-a solution for the homogeneous system, i.e. tt Y e W.
Therefore'W is a subspace of 1",

(2)sLet V Dbe a vector space and let U and W two subspaces of V. Prove that
G'=U N W is a subspace of V.

Proof: It is clear that G = ¢ because O € Uand O e W,s0 O e UN'W

(@) Let X,YeG = X,YeU = X+YeU (U is a subspace)
Also, = X,YeW = X+YeW (W is a subspace)
Thus X+YeG
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(b) Let ¢ €11, aXeU and af(eW,thus aXeG
~ G Is a subspace of V

Exercises:
(1) Let W ={(x,y,2); ax + by + cz =0}, a, b, c € I not all zero. Show that W\s a
subspace of [1°,

(2) Let W = {A: A is a square matrix of degree 2x2 and invertible/matrix}. Is W
subspace of V = M,,»(1] )}.

(3) Let W be a set of the diagonal matrices of degree. nxn.”Is W subspace of
V = Mpa()}.

(4) Let W = {A: A is a square matrix of degree.2x2) A* = | }. Is W subspace of
V= ngz(D )}

(5) Which of the following sets of [ ° is a.subspace of [I°, set of all vectors of the
form:

(@) (a,b,2) (b) (a,b,c),wherea+b=c
(c¢) (a,b,c), wherec>0 (d) (a,b,c),where a=c=0
(e) (a,b,c), where 1+2a=[b (H (a,b,c), wherea=-c

(6) Show that the set of thé’solutions for the system AX =B, where A is a matrix of
degree mxn not assubspace of [1 " if B = O.

(7) Let V be a vector space, U and W are two subspaces of V. Prove that
G=U+Wz={u+w,ueUand weW}is asubspace.

Linear Combination

Definition: We say that the vector X is a linear combination of the vectors

—_— — — —_—

X, X, X
C,,Cy,...,C, are numbers

if we can write it as the form X=c¢, X, +¢,X, +...+¢ X, , where

n n?

Examples:
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(1) Consider the vectors X, = (1,2,1,-1), X, =(1,0,2,-3), X, = (1,1,0,-2) in 0 *, show
that the vector X =(2,1,5,-5) is a linear combination of X,,X,,X,.

Solution: Suppose that we have C,, C, and C, where

¢, X, +¢,X, +¢,X, =X

€1(1.2,1,-1) + ¢»(1,0,2,-3) + ¢5(1,1,0,-2) = (2,1,5,-5)

(C152C1’C11_C1) + (C21012C21_3C2) + (C3103101_203) = (211151_5)

(C1 + C, + C3, 2C1 + C3,C1 + 2C5,— C; — 3Cy — 203) = (2,1,5,—5)

Ci+tCr+C3=2 (1)
2C, +c3=1 (2)
cp,+2c, =5 ...(3)

—€1—3C,—2C3 =5 .. (4)
We use Gauss-Jordan reduction method to find the values of C,, C, and C,
11 1 o2 ReEh2ngpy 11 o

2 0 1 : 1 Ry=ryfp |0 -2 -1 : -3
1 2 0 : 5 1o 1 -1 : 3

Ry=ry+r
-1 3 2 ¢ 5| —=4+1> |0 2 -1 -3
Ri=N—T3 | 11507 2 ¢ 1]
R2=I‘2-|—2I’3 \ 0 0 -3 -3
>0 1 1 3
R, =r,+2F
44 —35100 3: 3]
Cit+20;=-1 5= 1 _q
—3c3=3 = c3=-1 C1me=" = 0=
CZ—C3=3 C2+1:3 = 02:2
-3c3=3 => c3=-1 032—1
Therefore

1(1,2,1,-1) +2(1,0,2,-3) - 1(1,1,0,-2) = (2,1,5,-5)
~. X is a linear combination of X,,X, and X, .
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(2) Let X, =(1,2,-1) and X, =(1,0,—1) two vectors in [1°. Is the vector X =(1,0,2) a
linear combination of X, and X, .

Solution: The vector X to be a linear combination of X, and X, we must find two
numbers c, and c, such that

—

lel + szz =X
c1(1,2,-1) + ¢c,(1,0,-1) =(1,0,2)
(C1,2¢1,— C1) +(C2,0,— ¢2) = (1,0,2)
(¢, + ¢y, 2¢1,—C1—Cp) =(1,0,2)

ci+c=1 (1)
2C, =0 (2)
—C1—C=2 (3)

We use Gauss-Jordan reduction method to find the values of C, and C,

2 0 : 0 0 -2 : 22
. Ry=r+0 A
-1 -1 : 2 > 10 0.3

The third row means 0 ¢; + 0 ¢, =\3 = 0 = 3 which is impossible.
Thus the system has no solutien.

~. X is not a linear comBination of X, and X, .

Exercises:
(1) Which of the following vectors is a linear combination of the vectors

z = (211’ _2) ’ z = (_2!_11 0) ’ z = (41 21_3)
(@ X=(,0,0) (b) X=(0,01) (c) X=@1L1) (d) X=(4,2,-6)

(2) If possible express the vector (1,1,1) as a linear combination of the vectors in [ °
X =(2,1-3), X, =(1L2,-2), X, = (2,-5,~1).

(3) If possible express the vector X =(4,5,1) as a linear combination of the vectors
in1°® X, =(121),X,=(231), X, =(1,1,0). (the solutionc; =2, c, = — 1, c3 = 4)
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Theorem: Let V be a vector space and X,,X,,..,X, €V and let W be a set of all

linear combination of the vectors X,,X,,..., X, , i.e.

W ={c, X, +¢,X, +..+C, X,,C,,C,,....C, € ] }, then W is a subspace of V.

Proof: because O =0X, +0X, +...+0X

L 0eW=W =

~WcecVv

(1) Let X,Y € W so there exists c,,C,,...,c, €[] such that X =c¢, X, +¢,Xb*...+¢ X,
and there exists d,,d,,...d_e[ suchthat Y =d,Y, +d,Y, +.. 40 Y,

X®Y =X, +6,X, +..4+¢,X,)® (.Y, +d, Y, +...+d, %)
= (€ +d)X +(C, +d,)X, +..+ (€, +d )X,

X®Y=eX, +e,X,+..+e,X,, wherec *d,=e,c,+d,=e,,..c,+d =e
. X®YeW (W closed for the addition)
(2) Let X =¢,X, +C, X, +...4+C, X_ € W,t &
tX=t(c,X,+C, X, +...+¢ X,)
= (tc,)X, + (tc,)X, +...+ (te)X,  Axioms of Scalar Multiplication: (¢8)X = a(AX)
=k, X, +k, X, +..+k X k,=tc, ,i=12,...,n

L tXeW (W is‘closed for multiplication by a number)
Therefore W is a subspace of V.

Span (Generating) Set

Definition: Let S={X,,X,,...,.X,} be a set of vectors in a vector space V. We say that

the'set S spans V or V generated by S if any vector in V is a linear combination of the
vectors of S.

Examples:

(1) Show that the set S = {(1,0), (0,1)} spans [] 2.

Solution: We must prove that every vector in [1% can be written as a linear
combination of the vectors (1,0), (0,1).
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Let (a,b) e ?, to find the values of the numbers ¢, and ¢, such that

(a,b) =¢4(1,0) +c2(0,1)

=(c1,0) +(0,c)

=(c,c)) > c1=a, C=b
. (a,b) =a(1,0) + b(0,1)
. Sspans [1°.

(2) Let X, =(1,2),X, = (-1,1) show that the space spans by the set {X,, X} is [] 2.
Solution: Let iz(a,b)eD 2a,bell, to find the values of the numbers ¢; and c,
such that
X :Clz +C2fz
(a,b) =c4(1,2) + co(-1,1)

= (C1,2C1) + (= C2,C2)

= (C1—Cz, 2C1 + Cy)

Ci—C,=a ...(1)
2C1+C2:b (2)
-------------------------------------- by addition

3c,=a+bh = 01:%(a+b) and 022%(b—2a)
— 1 — 1 N\
X=Z@+h)X,+ (0 -2)X,

- {X,,X,} spans 3.

(3) Find the space spans by the set {(-1,2,1)}.
Solution:
W =4c(-1,2,1);c e I }={(-c,2cc);ce l}
={c(-1,21);ce }
This is equation of a straight line passing through the two points (-1,2,1) and (0,0,0).

(4) Find the space spans by the set {X,, X,} where X, = (-1,2,3),X, = (-2,4,6).
Solution: Let W is the space spans by the set {X,,X,}, i.e.
W= {Clz+czzi01’02 el }
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={c1(-1,2,3) + cx(-2,4,6) ;c,,C, €l }
= {(~c1,2¢1,3¢y) + (—2c,,4¢C,,6¢,) ;C,,C, €l }
= {(- c1—2¢cy,2¢c; + 4¢,,3c; + 6C3) ;C,,C, €Ll }
={(-1(c1*+2cy), 2(cy + 2¢y), 3(Cy + 2¢y)) ;C,,C, €1 }
={(c1 + 2¢2)(-1,2,3) ;C,,C, el }
={c;(-1,2,3) ;c; €U },  suppose c; +2C; =C3
This is equation of a straight line passing through the two points (0,0,0).and*(-1,2,3).

Note that X, = 2X,
¢, X, +¢,X, =¢, X, +C,(2X,)
=(c,+2¢,)X,
=c,X, , suppose C; + 2¢, = Cg

~. The space spans by the set {X,,X,} is the same'space spans by the set {X}

or Note that X, = ;fz

- - 1_. -
C1X1 +C2X2 :Cl(EXZ) +02X2
1 RN
= (Ecl +C2)X2

=c,X, , suppose 3C, +C, =C,

~. The space spansBy'the set {X,,X,} is the same space spans by the set {X,}

Remark: Every line passing through the origin point is a subspace of [] 2.

(5) (Express the zero vector as a linear combination of the two vectors
X,=(2,3),X,=(-31) in[?2

Solution: To find the values of the numbers ¢, and ¢, such that

O=c,X, +¢,X,

(0,0) = c4(2,3) + c(-3,1)
= (2c4,3cy) + (—3cC,,Cy) = (2€—3C,, 3C1+ Cy)

2¢,-3¢, =0

3c;+c, =0 = ¢, =-3¢;
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n20+9,=0 = 11¢,=0 = ¢, =0
= ¢, =-3(0)=0
(0,0)0=0-X, +0-X, =0-(2,3) + 0-(-3,1)

(6) Let W ={(x,y,2): x—2y +z =0}

(a) Prove that W is a subspace of [ °. (Home work)
(b) Find the two vectors fl and Xj such that W is generated by the set {K,Xj}
Solution (b):

W ={(x\y,2): x-2y +z=0}

={(x,y,2y = X): x,y €[] }

={(0y,2y) + (x,0,x); x,y €] }

={y(0,1,2) +x(1,0,-1); x,y €l }
This is a set of linear combination of the two vectors (0;1;2) and (1,0,-1).
Let X,=(1,0,-1) and X,=(0,12)

~. W is generated by the set {X,,X,}, i.e. {XX,} spans W.

Exercises:
(1) Let X, =(1,0) and X, = (1,1) show.that the space spans by the set {X,,X,} is [ .

(2) Find the space spans.by. the set {X,,X,} in 1% where X,=(1,-12) and
X, =(0,1,1).

(3) Which of the following sets spans [1
(@) (-1.1), (1,2) (b) (1,0),(0.1) (c) (0,0), (1.1), (-2-2) (d) (2:4), (-1.2)

(4) Which:of the following sets spans [] *
(@) (1,0,0), (0,1,0), (0,0,1) (b) (1,-1,2),(0,1,1)
(©)(1,1,0), (1,0,1), (0,1,1) (d) (2,2,3), (-1,-2,1), (0,1,0)

Linear Independence

Definition: Let S={X,,X,,.... X, } be a set of distinct vectors in a vector space V. We

say the set S is non linearly independent (dependent) if there exists a constants
(cy, Cy, ...,Cx) not all zero, such that

¢, X, +C,X, +..4¢, X, =0 (1)
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Conversely, the set S is said to be linearly independent. That is, S is linearly
independent if it satisfy (1) only whenc, =c,=...=¢(=0.

Remark: If the set S={X,X,,...X,}, then S is non linearly independent if there
exists a linear combination of vectors of the set S equal to zero, i.e.
¢, X, +¢,X, +...4+¢, X, =0, such that at least one of ¢;= 0, 1 <i <k,

Example: Let S = {(1,0),(0,1)}. Show that S is linearly independent set.
Solution: Let c4, ¢, be a constants

¢ (1,0) + ¢, (0,1) = (0,0)

(¢,0) +(0,c2) = (0,0)

(c1c2)=(0,0) = ¢,=0,c,=0

. Sis linearly independent set

Exercise: Let S = {(2,2),(0,1)}. Is the set S linearly_independent or dependent?

Example: Let S ={(1,1,-1),(2,3,-4),(4,3,-2)}~Show that S is non linearly independent
(dependent) set.
Solution: Let c; and ¢, and c; be a constants
¢ (1,1,-1) + ¢, (2,3,-4) + c3(4:3,52) = (0,0,0)
Ci+2c,+4c3=0
cp+3c,+3c3=0
—C;—4c,-2c¢c3=0

1 2 4
The coefficients'matrix A=| 1 3 3 |, because |A| =0
1 4 =2

.. The linear system or the set has no trivial solution.
Thus Sis non linearly independent (dependent) set.

Remark: If the system of equations is homogeneous and the determinant of the
coefficients matrix equal to zero, then this means that the system has a solution other
than the zero solution, but if the determinant not equal to zero, this means that the
system has a unique solution (the zero solution).
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To make sure of this, we will find the values of c;, ¢, and c; in the previous
example

1 2 4 R2=r2_rl 1 2 4 R]_:rl_er 1 O 6
1 3 3 0 1 -1 01 -1
Ry=r+r1; R;=r;+2r,
-1 -4 -2 >0 -2 2 >10 0 0

Ci+6c;=0 = c;=-6C3

C,—C3=0 = cCy=¢C3

Let c;=1,thenc;=—6 and ¢, = 1.

-6(1,1,-1) + 1(2,3,-4) + 1(4,3,-2) = (0,0,0)

Thus S is non linearly independent (dependent) set.

Exercise: Show that S = {(0,1,1),(2,1,2),(1,2,1)} is linearly independent set by using
the previous remark.

Examples:
(1) If S={X,,X,} is a linearly independent'set in the vector space V. Prove that the
set {X, + X,, X, — X,} is also linearly independent.
Solution: Let c; and ¢, be a constants
Cl(il"'X—z)"'Cz(fl_X_D =0
() +C2)Z +(C, _Cz)z =0
Because X, and X;are linearly independent, so
Ci+C=0
c1—C=0
-------------------- by addition
2c1=0="¢c1=0,c,=0
2 The'set {X, + X,,X, — X,} is also linearly independent

(2) If E, and E, are two vectors in the vector space [ ? such that E, =(1,0) and
E, =(0,1). Prove that S={E,,E,} is a linearly independent set. Also prove that
the set {E,,E,,...,E, } in 1 " is linearly independent, where
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E, =(10,0,...,0),E, =(0,1,0,0,...,0),...,.E_ = (0,0,...,0,)
Solution: Let c; and ¢, be a constants
01E+ng:6
c,(1,0)+c,(0,1) =(0,0)
(Cl’o)"‘(O’Cz) :(0’0)
(c,,c,)=(0,0)=c,=0,c,=0
. Sis alinearly independent set

In the same way (or more generally) the set {E,E,,...E.¥ is a linearly
independent set.

(3) Let Pyt) =t 2+t + 2 Pyft) = 2t 2+t Py(t) =8t % + 2t + 2. Is the set
S = {P(1),P,(t),P3(t)} linearly independent or not?

Solution: Let c; and ¢, and c; be a constants

c,P () +c,P,(t) +c,Pi(t) =0

Cut?+t+2) +cy(2t2 +1) + 5Bt + 2t +2) =0

(C1+2C; +3C5) t? + (Cy + Cp + 2C5) t4(2C, +2¢3) =0t*+ 0t +0

Cp+2c,+3c3=0

Ci+Cy+2c3=0

2C, +2c3=0

This homogeneous system has infinity of solutions (check it)
One of théese solutionsisc; =1,¢c,=1,c3=—1. Sothat P, (t) +P,(t) - P,(t) = 0.
~ The set-S is non linearly independent (dependent).

Exercises:

(1) Show whether the following sets are linearly independent in V, where V is the
vector space of all polynomials of second degree or less
(@) Si={x,2x—1,1} (b) S,={2¢3x°}  (c) Ss={1,2x +3,x* +2x +1,3x* — 2x}
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(2) Show whether the following sets are linearly independent in the vector space V,
where V is the vector space of 2x2 matrices

SRS N
o s-[3 6 3 A% 3

Theorem: S is a set of nonzero vectors in a vector space Y. S is non linearly
independent if and only if one of these vectors is a linear combination of all other
vectors in S.

Proof: Let S={X,,X,,... X, X,,X X}

A TN FE LY

Because S is non linearly independent
=~ There exists a constants ¢y, Cy, ..., Cj, ..., Cx Aot all zero (c; # 0)

C, X, +C, X, +..4C X, , +C, X, +C

i i+1

Xy +..+¢, X, =0

i+1

C, X, +C, X, .. 4C X+ 4C

Xy Tt X=X,

[_Cljfl+(_C2]Xj+...+(_c”jz+...+[_c”ljﬂ +...+[_CKJXT< =X,
Ci Ci Ci Ci Ci

—_— —_— —

~ X, isa linear combination of the vectors X, X,,...,; X, ;, Xi1s--s X
Conversely, S={X1X,,... X, ;, X;, X, X, }
If X, is a linear eombination of the vectors X,,X,,..., X, 1, Xi,1r1e Xy

~. There €xistsa constants ¢4, C5, ..., Ci_1, ... , Ci+1, ..., Ckc Such that

—_— _—

X=X, +C, X, +..+C;, X, ; +...+C;, X

+..4+C X,

i+1

_

X.

i+1

0 =C1f1 +ng L +Ci—1ﬂ + (‘Di +Ciy

~ Theset S={X_,X,,... X, , X;,X...,,.... X, } is non linearly independent

+...+C, X,

Examples:
(1) Theset S ={(2,6),(3,9),(1,3)} is non linearly independent (dependent) since
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1(3,9) =1(2,6) + 1(1,3)
That is the vector (3,9) is a linear combination of the other vectors.
or solve using the definition

¢, X, +C,X,+¢,X,=0 = 1(2,6) + 1(1,3) - 1(3,9) = (0,0)

(2) Let f(x)=x% g(x) =x, h(x) =1and j(x) = (x + 1) for all x [] . Show that the set
S ={f, g, h, j} is non linearly independent in the vector spaces for all real functions
Solution:
) =(x+1)°=x*+2x+1
=1-f(x) +2.g(x) + 1-h(x)
j=1.f+2g+1h
. S={f, g, h,j}isnon linearly independent.

Theorem: In " any set containing more than B/ elements is a non linearly
independent set.

Proof: Let S={X,,X,,...,X_} setin [1 " such that m > n, if
X, =(a,8,-8,)y X, =(0,,85,-8y,) 5 e Xy = (@,1,810--8)

clz+czf2+...+cme =0,
c,(a,,8p,,..&,) +C,(a,,8,,,.-8,,) +-24 €, (a,,,a,,.-8,,) =(0,0,...,0)

Cidy; + Codp + ... + Cpdmy =0 ...(1)
Cidp + Coaxy ... + Cpama =0 ...(2)
C1a1n + Codzp TN Cydmn = 0 ...(n)

The set of homogeneous equations (homogeneous system) contains (n) of equations
and (m)wofunknowns i.e.

The number of unknowns (m) > The number of equations (n).

.. Fhe homogeneous system has a non-trivial solution.

. S is non linearly independent

Example: Is the set S = {(1,1,1), (1,2,1), (1,3,5), (0,1,~1)} in [ ® linearly independent
or dependent set?
Solution: Because 4 > 3 (m > n), so S is non linearly independent (linearly dependent).
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Basis and Dimension

Definition of the basis: A set of the vectors S={X,,X,,...,.X, } in a vector space V is

said to be the basis of the vector space V if (1) S spans V
(2) Sis linearly independent

Example: Let S={E,,E,} where E, = (1,0) and E, = (0,1), then S is a basis-for'[] 2.
Solution:
(1) Letc; and c, be a constants
CE +ng =0
c,(1,0) +c,(0,1) = (0,0)
(c,,0)+(0.c,)=(0,0)
(c,,c,)=(0,0)=c,=0,c,=0

.. Sis linearly independent set.

(2) Let (x,y)el? and ky, k, constants
(X’y):k1E1+k2§2
= k,(1,0) +k,(0,1)
(x,y):(kl,kz):klzx,kzzy

so(xy) =x(1,0) +y(0,1)
. Sspans [1°2
Thus S is a basis. fori?.

Remark: S ifrthis case called the normal basis for [ 2.

Exercisé: The set S={E,,E,,E,} where E, = (1,0,0) E, = (0,1,0) and E, = (0,0,1) isa
basis for [ 2.

In general:
The set S = {(1,0....,0),(0,1,...,0),...,(0,0,...1)} is a basis for [ ".
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Example: Let S; = {(1,0),(1,1)} and S, ={(-2,1),(2,3)}
(@) Show that S, is a basis for [ °.
(b) Show that S, is a basis for [] 2.
Solution (a):
(1) Letc, and c, be a constants

c,(1,0)+c,(L,1) =(0,0)

(Cl’ O) + (Cz’Cz) = (0’0)

(c,+c,,c,)=(0,0)=c,=0

c,+0=0=c¢c,=0
. Sy is linearly independent set.

(2) Let (a,b)ed? and ki, k, constants
(@b) =k,(1,0) +k,(L1)
:(k110)+(k2’k2)
(ab)=(k,+k,,k,)=k,=b
k,+k,=a=k, tb=a=k, =a-b
- (ab) = (@a—b) (1,0) + b(L,1)
. Sy spans [ 2
Thus S; is a basis for [ 2.

Solution (b):
(1) Letc, and c, be aconstants
c,(-2,1)+c,(2,3)=(0,0)
(_2C1’C1) T (2C2’3C2) =(0,0)
(—2c, # 2c5,¢, +3¢,) =(0,0)
—2co+2¢c,=0=-2c, =-2¢, =¢, =C,
¢;+3,=0=c¢,=-3,=-3,=Cc,=4,=0=c¢,=0
e,=0,c,=c,=c, =0
. Sy 1s linearly independent set.

(2) Let (a,b)e0? and ky, k, constants
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(@,b) =k, (-2,1) +k,(2,3)

1
-2k, +2k,=a -k, +k,==
= (—2k, + 2k, k, +3k,) = A }:> 1 H =58

Ki+3k; =b Kk, +3k, =b

—k1+k2:%a

_______________________ by addition

1 1.1 1, 3
4k2:§a+b = kZZZ(Ea'i‘b) = klzz(—§a+b)

- (ah) = %(—ga +b)(-21) + %(%a +b)(2.3)

. S, spans [
Thus S, is a basis for [] 2.

Example: Find the basis for the space of-the solutions of system of homogeneous

equations.
X1+ Xo— X3 =0 (1)
X1+2X2+X3+X4:0 (2)
3X1+5X2+X3+3X4:O (3)
2X1+X2—4X3—X4:O (4)
Solution:

Using the Causs.elimination method or the Causs Jordan elimination method, we get
that Xx; =8XzF* X4 , Xo =— 2X3 — X4. S0 the solution space is
W, ={3X3 + X4, 2X3 — X4, X3,X4; X3,X4 € [ }

= {(3X3,— 2X3,X3,0) + (Xa,— X4,0,Xa); X3,Xs € U }

={x3(3,-2,1,0) + %4 (1,-1,0,1); X3.x4 € I }

=~ Every vector in W is a linear combination of the vectors (1,— 1,0, 1) and (3,-2,1,0)
~B={3,-210),(1,-1,0,1)} spans W.
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Also, B = {(3,—-2,1,0), (1,— 1,0, 1)} is linearly independent set
.". The set B is a basis for W.

Exercises:
(1) Show that

(a) By =1{(1,1,0),(0,1,1),(0,0,1)} basis for [ .
(b) B,={(1,2,-1),(2,2,1),(1,1,3)} basis for [1 °.
(c) B;=1(1,0,1,0),(0,1,-1,2),(1,0,0,1),(0,2,2,1)} basis for 1 *,

1 0{|0 1|/0 O[O O
(2) Lettheset B= : , : , Is B:abasis for M, ,(11)?
0 1//0 O0||1 0|0 1

(3) Let the set B = {1,x,x°}. Show that B is a basis.for the vector space V where V is
the vector space of all polynomials of second degree or less

(4) LetthesetB ={1—x,1+x+x%1—x-x%1+2x +x%}. Is B a basis for the vector
space V where V is the vector space of albpolynomials of second degree or less?

Theorem: Let S={X,,X,, X, } be a basis for the vector space V, then every vector
in V can be written in only.ehe form as a linear combination of S vectors.

Proof:

Every vector X~in.V can be written as a linear combination of S vectors because S
spans V. Let

X =¢,X; ¥C,X, +...+¢, X, (D

X =d; X4 d, X, +...+4d X, ..(2)

By.subtracting equation (2) from equation (1) we get that

0= (¢, —d)X, + (¢, -d,)X, +..+ (¢, —-d,)X,

Because S is linearly independent we have

c,—d; =0 = ¢y, =dj,

C;—d,=0 = Cy=dy,...

¢ch—d, =0 = c,=d,

le. ¢i=di (1<i<n).
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Theorem: (without proof)
If S={X,,X,,..,X.} is a basis for the vector space V and T={Y,,Y,,... Y.} is
linearly independent set of the vectors of V then n>r.

Corollary: If S={X,,X,....X,} and T={Y,,Y,,...,Y, } are two basis for the vector
space V then m =n.

Proof:

Because S is a basis for V and T is linearly independent set (since Tis a basis for the
vector space V)

= n>m (by previous theorem) ...(1)

Because T is a basis for V and S is linearly independent'set” (since S is a basis for the
vector space V)

= mz2=>n (by previous theorem) o 2)
From (1) and (2) we get that m=n.

Examples:
(1) ThesetS={(1,0),(0,1)} is a basis,for [ ?, so S contains only two vectors
= any basis for [ * must contains two vectors.

(2) The set S = {(1,0,0,..:,0),(0,1,0,...,0),...,(0,0,0,...,1)} is a basis for [1", so S
contains n vectors
= any basis.for("" must contains n vectors (by corollary)

Theorem: (without proof)
Let'S={X,,X,,... X} be a set of nonzero vectors generating subspace W of
vectorspace V, then a subset of S is a basis for W.

Example: Let W be a subspace of [ * generator by the vectors
z = (l’ 2a_271) ) z = (_3!0’4!3) az = (2!1’1’_1) ) Z = (_31 31 _9a6)
Find the set B such that B<{X,,X,,X,,X,}=S and B basis for W.

Solution: We test whether S is linearly independent or dependent set
In the case S is linearly independent set, then S is the basis we need.
If
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¢, X, +¢,X, +¢, X, +¢, X, =0 ..(1)
c,L2,-2,1)+c,(-3,0,4,3) +¢c,(2,1,1,-1) +c,(-3,3,-9,6)=(0,0,0,0)
By solving this system of equations (Using the Causs elimination method or the Causs
Jordan elimination method), we get ¢, =—C,—9¢c; ¢« C3=2C, + 3Cy
=~ The system has infinite number of solutions.
. Sis non linearly independent set.

Take ¢, =1 and ¢, =0,thenc;=—1 and c3=2
—X,+X,+2X,+0X,=0 by compensation in equation (1)

X, =X, - 2X, - 0X,

This means that X, is linear combination for the vectors X;.,*X, and X, .
Thus B, ={X,,X,,X,} spans W

We test whether B, is an independent or dependent-set.

In the case that B; is independent set, then B, 1S _the required basis.

If d,X,+d,X,+d,X,=0 12.(2)
d,(4,2,-2,1)+d,(2,1,1,-1) +d,(-3,3,-9,6)=(0,0,0,0)

By solving this system of equations we get that d; =—3d; ¢« d,=3d;
~ The system has infinite number.of solutions.

.. By is non linearly independent set.

Take d; =1, then d; =—-3/and d, =3

—3X,+3X,+X,=0 by compensation in equation (2)

X, =3X,-3X,

_—

This means<that, X, is linear combination for the vectors X, and X, .
Thus B, =§X,, X,} spans W.
We test whether B, is an independent or dependent set.

In the case that B, is independent set, then B, is the required basis.
Note that B, is independent set (Prove that)

« B,=B={X_,X,} is a basis for W.

Dimension of Space
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Definition of the dimension: Let V be a no zero vector space, V is called a space with
a finite dimension if it has a base the number of its elements is a natural number.

The number of the vectors in the basis is called the dimension and denoted by dim (V)
I.e. dim (V) = the number of the vectors in the basis of the vector space V.

If V ={O}, then dim (V) = 0.
If S={X,,X,....,.X,} basis for the vector space V, then dim (V) = n

Remark: The spaces that we will discuss are vector spaces with-finite dimensions
(that is, their distance = a natural number). There are vector spaces of infinite
dimensions.

Examples:

(1) dim(@* =2, dim(@°% =3, dim(@")=n.

(2) dim (P,) =3, where P, is a quadratic polynomial.

(3) dim (P3) =4, where Pz is a polynomial of the third degree.

Generally:|dim (P,) = n + 1|, where P, is-a polynomial of degree (n).

(4) Find the dimension for the vectorspace M, ().

b
Solution: M2X3(D):{da \ :};a,b,c,d,e,f eD}

S5 1 0 0]f[0 1.4}{0 0 1][[0 O OffO 0/{0 0 O
1[0 0 o]0 0v0]|0 0 0|1 0 0]|0 0//0 0 1
S is a basis for M,5(1]) because
(1 00 010 0 01 000 0 00
(@ c, +C, +C, +C, +Cs +
i 0 000 000 1 00 010
0] [0 0 O
I 1] /000

C, C, G 0 0O
= = C1=C=C3=C=C=Cs=0
c, C. Cg 0 0O

.. Siis linearly independent set.
a b c 1 00 010 0 01 0 00O
(b) =k, +k, +K, +k, +
d e f 0 0O 0 0O 0 00O 1 00
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0 0O 0 00
K +Kg
{0 1 0} {0 0 1}

a b c k, k, Kk
= ' 7 7P| =k=a k=b, ks=c,ky=d,ks=e, ks =f
d e f K, ks Kg

s Sspans M, ,([1).
Thus S is a basis for M, (7).
s dim(M,,())=6  (the number of the vectors in S is 6)

Generally: ([dim(M .. (] ))=mxn
(5) Let V be the vector space of all polynomials of degreel2 or less. Find the

dimension for this vector space?
Solution:

Let pe Vep(X) =ap+ax+ax’,V a,a,a,<ll,x €lVand S={1xx}

. S'is a basis for the vector space V because
(@) Ci-1+C-X+C3-X*=0=0+0-x+0-%¥ = c;=¢c,=¢3=0
.. Sis linearly independent set.

(D) ki-1+ky-X+ks-xX2=ap+axHax = ki=ag,ko=a;, ks=a,
5. S ={1,x,x*} spans V

Thus S is a basis for V.

oo dim (V) =3  (the number of the vectors in S is 3)

(6) Find the dimensjon for the subspace W generated by the vectors {(1,0,-1,5),
(3,2,1,0), (0~1,0,1), (-1,-5-3,13)} in 0 * ?
Solution: . Te.find the dimension for subspace W generated by the vectors {(1,0,-1,5),
(3,2,1,0),:(0,-1,0,1), (-1,-5,-3,13)} we must first find a basis for W.
Let S ={(1,0-1,5), (3,2,1,0), (0,-1,0,1), (-1,-5,-3,13)}
Therefore, we must make sure that S is linearly independent or linearly dependent set
So, If
€1(1,0,-1,5) + ¢,(3,2,1,0) + ¢c3(0,-1,0,1) + c4(-1,-5,-3,13) = (0,0,0,0), we get
c, + 3C, —-c4=0
2C,—C3—5¢,=0
—C +0C -3¢c,=0
5¢; +c3 +13c, =0
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From this it follows that this system has a non-trivial solution (because the determinant
of the coefficients matrix = zero)  (check it).
And by solving this system by the Causs-Jordan elimination method, we get that:
Cy =—2C4, Cp =Cy, C3=—-3C4
Take c4,=1 = ¢;=-2,¢c,=1,c3=-3

. S is a non linearly independent set (linearly dependent) because the constants.are
not zeros.
-2(1,0,-1,5) + 1(3,2,1,0) - 3(0,-1,0,1) + 1(-1,-5,-3,13) = (0,0,0,0)
We take the vector of one factor for convenience
(-1,-5-3,13) =2(1,0,-1,5) - 1(3,2,1,0) + 3(0,-1,0,1)

=(2,0,-2,10) - (3,2,1,0) + (0,-3,0,3)

Thus W generated by the set B = {(1,0,-1,5), (3,2,1,0), (0,-1,0;1)}
Now we must check whether B is linearly independent set or linearly dependent set.
Soif:
ki(1,0,-1,5) + k»(3,2,1,0) + k;5(0,-1,0,1) = (0,0,0,0)

k;+3k, =0

2k, — k3 =0

—ki+tky =0
5k, +k;=0
By solving this system, we get ky=k»=k; = 0.
. Bis alinearly independent set:
But the set B spans the subspace W, so B is a basis for W and from that we obtain
dim (W) =3 (the number.of the vectors in B is 3)

Exercises:
(1) Find the dimension for the subspace of [1 > span by the vectors (2,4), (4,2), (0,0)?

(2) Find the dimension for the subspace of [1 ® span by the vectors
(a)(1,0,0), (-1,2,1), (3,2,2) (b) (2,3,4) ,(1,1,-1)

(3)»Find the dimension for the vector space span by {1 + x, 1 + x + x4, 1 — x — X4,
1 + 2x + X} for polynomials of second degree or less.

Theorem: (without proof)
If S is a set of linearly independent vectors in the finite dimension vector space V,
there exists a basis T for the vector space V contains S.
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Example: Find the basis for (1 * contain the vector f =(1,0,2) ?

Solution: Let S={X},S, ={X,.E,,E,,E.} where E, = (1,0,0),E, = (0,1,0),E, = (0,0,1)
S, spans [1°. We find the set Tsuchthat T<'S;, X, €T and T is a basis for [ °.

S, is non linearly independent set (it contains four vectors from [ * and dim((0 *))<3)
Moreover if ¢, X, +¢,E, +¢,E, +¢,E, =0 we get that ¢, = — Cy, C4 = — 2Cy, C3 =0
Take C1=1 = ¢c;=-1,¢c3=0,¢c4=-2

X,~E,+0E,~2E,=0 = X,-0E,-2E,=E,

.. T={X,,E,,E,} spans [1 °. But T is linearly independent set of Vectors in [ °.

Therefore T is a basis for [1 * and contains the set S :{fl}.

Exercises:
(1) Find a basis for [ ® contains the two vectors X, =(1,0,2) and X =(0,1,2).

(2) Find a basis for [1 * contains the two vectors fl =(1,0,1,0) and X—2 =(-11-10).

(3) Find a basis for [1 * contains the two vectors X, =(1,0,1,0) and X =(0,1,-1,0).

Rank of Matrix
bay,  ay, ay, |
SRS _ &y Ay & :
Definition:*kethA = ; matrix of degree mxn and
_aml am2 amn
b, | [y a, |
e & | o . &y v _ & v v v
X, =| 7, X, =] 7 |,...X,=| o [, the subspace W span by the set {X,,X,,..., X, }
_aml _ _amz J _amn _

is called matrix column space A or the space span by the column of the matrix A. The
dimension of the matrix column space A is called the column rank for the matrix A.
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1 -2 0]
Example: Let A = 2 g 3 . Find the column rank for the matrix A?
-1 2 0]
Solution: The subspace of the columns of the matrix A is
1 -2 0
W=1c, 3 +C, 2 +C5| _ [,€4,C,,C5 €l
2 3 7
-1 2 0
1] [-2]]0]
Let 5= 3 , 2 , 81 1 the spans set for W.
2 3117
-1]12]|0]
If
[ 1] [ 2] 0] [O]
c, 3 +c, 2 +c, 8 - 0 . Then we'get
2 3 7 0
| —1] 2 ] 0] [0
C,—2¢C =0

3¢, +2¢c,+8c3=0

2ci+3c, +7¢c3=0

—C1 +2¢, =0

= C; = 2Cy, C3 =05

Let ;=1 =56, =2 and c3=-1

. The set’S is non linearly independent.

WP T27 [o] [o]  [0] [1] [2

3| |2/ 8| |o 8 2
- _ 1= = =2 +

2o | 71710 7 2 "] 3

1| | 2] [o] |o o] || |2
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Letg'— be the set spans W. It is a linearly independent set.

2
__l_ L 2 _
.. S"is a basis for W. Thus dim (W) = 2.

.. The dimension of the column space of the matrix A = 2 (the column rank of A):

1 1 1 0]
2 3 4 1| _. \
Example: Let A = Lo o 3l Find the column rank for the ‘matrix A?
4 1 5 2

Solution: The column subspace of the matrix A is

1 1 1 0
2 3 4 -1 d let
W=4c, 1 +C, 5 +C, P +c, 3 ,C1,C,,C5,Cpell o ANAIE
| 4 ] 1] | 9 | 2
11| 1]]0]
S— 2 ,3, 4 ,_1 be /the'set spans W, if we have
-1(12]||-2]||3
4|11 5]| 2]
1] 1] [ 1] 0] [O]
2 3 4 -1 |0
G| g |*C2| , €3}, [+Ca =10
4 ] (1] | O | 2] | 0]
Cy #82'+ C3 =0

2C;+3c,+4c3—¢c4 =0
—C +2C,—2¢c3+3c,=0

4ci+c,+5c3+2¢, =0
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1 1 1 0
3 4 -1 2 4 -1 |2 3 -
3 4 -1
=2 -2 3|--1 -2 3|+-1 2 3|+0=0
-1 2 -2 3
1 5 2|4 5 2/ |4 1 2
4 1 5 2

.. This homogeneous linear system has a trivial solution, i.e.c; =c; =c3=¢4, =0
. Sis alinearly independent set.

. Sis abasis for W. Thus dim (W) = 4.

.. The dimension of the column space of the matrix A = 4 (the column.rank of A).

Definition: Let A be a matrix of degree mxn, if A is row equivalent to a matrix B
(where B is a reduced echelon form matrix ( r.e.f)) then the number of non-zero rows
of the matrix B is called the row rank of A.

Examples:
1 2 -1
(1) Let A= 2 4 -2|.Find the row rank of A?
-1 -1 3
1 2 1| Rl 2 -1 1 0 -5
. — ARy R,=r,-2r.
Solution: | 2 4 -2 Rt O 0 0 ——=»100 0
-1 -1 3 01 2 01 2
1 0 -5
ek, 1 2 =B
0 0nn0

.. The matrix'B is a reduced echelon form matrix ( r.e.f). Thus the row rank of A = 2.

1 -2 0
3 2 8

(2)\Let A= > 3 7| Find the row rank of A?
__1 2 -

Solution:
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1 -2 0] _Re=n3n,[1 -2 0 o 120
3 2 8| Ryer_or, |0 8 8 —85 |0 1 1
2 3 7| L_ . |0 7 7| Rgely |0 1
1 2 0o/ ——""]o 0 0o/  “lo o0 o
1 0 2]
_ReE L1011
=B
Ry=r—T 0O 0 O
0 0 0

.. The matrix B is a reduced echelon form matrix ( r.e.f). Thus the.row rank of A = 2.

Remarks:

(1) The rank of the zero matrix of degree mxn = 0.

(2) The rank of the identity matrix of degree nxn =..(because it is a reduced echelon
form matrix ( r.e.f) and all rows are linearly,independent).

(3) If the degree of the matrix is mxn, then ts rank is not greater than the smallest of
the two numbers m and n, i.e. r(A) < min{m,n}.

Another definition of matrix rank: The rank of a matrix is the largest number of
linearly independent rows (columns) in the matrix.
Theorem: (without proof)

Let A be amatrix of degree (mxn) the row rank and the column rank of a matrix
A are equal.

Remark: The row rank of A = The column rank = The rank of a matrix A.

1 21 1 0 1
-1 1 1 01 -2
Example: Find the rank of amatrix Aif A= 1 -3 3|0B=|{0 0 O
5 1 0 0 O
i —4 5] 0 0 0]
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Solution: Because the matrix A is equal to the matrix B which has reduced echelon
form.
.. The rank of a matrix A=2  (the number of non zero rows) (check that A ~ B).

1 1 1 0
o : 2 3 4 -1
Exercise: Find the rank of the matrix A where A = ) o 3 ?  (Ans. 4)
-1 -
4 1 5 2]

Remark: To find the rank of the matrix do the following
(1) Transform the matrix A to reduced echelon form and let the resulting matrix is B.
(2) The rank of the matrix A = the number of the non zero_rows»in the matrix B.

Theorem: Let A and B be two matrices of degree {mxn) row equivalent then the two
rows spaces are identical.

Proof: Because A and B are two row equivalent matrices, then B can be obtained from
A rows after performing a finite number of‘elementary transformations on it.

That is, each row in B is a linear combination of A rows.

This means that the rows of B are a subset of the row space of A.

That is, the row space of B is contdined in the row space of A .. (1)
In the same way we get that
The row space of A is contained in the row space of B .. (2)

From (1) and (2) we get:ithat the row space of A is equal to the row space of B.

Theorem: (withgutproof)

Let A be\a matrix of degree (mxn) then the non zero rows in a matrix B which is
the matrix.A after transform it to the reduced echelon form which is the basis for the
row space,of A.

Remark: We can use the above theorem to find the basis for the vector space V spans

_—— —

by the set of vectors S:{Xl,XZ,...,Xn} in[",i.e.spans S=V c [J" as follows:
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gliital

(1) Form the matrix A defined by the shape A=|"?| whose rows represent the S

|

vectors
(2) Transform the matrix A to the reduced echelon forms and let the resulting"matrix is B.
(3) The non zero rows in the matrix B are the basis for the matrix A.

Example: Let S = {(1,-2,0,3,-4),(3,2,8,1,4),(2,3,7,2,3),(-1,2,0,4,=3)} and V be a
subspace of [1°. Find the basis for \V?

Solution: Form the matrix A where the rows of it are the S+ectors and V is the row

space for it

(1 -2 0 3 _“4

3 2 8 14
A=

2 3 702 3

-1 2%0 4 -3

And by using the elementary transformations on the rows, we convert the matrix A to
the reduced echelon forms, and we get'the matrix

The non zera.rows in the matrix B represent the basis for the row space of the matrix
A which is.represent the basis for V. That is, {(0,0,0,1,-1),(0,1,1,0,1),(1,0,2,0,1)} is
the basis for V.

Remark: From the above theorem and example we note the following

(1) The result basis is not subset of the given vectors.

(2) The way to represent any vector as a linear combination of these basis elements is
done in the same way that the vector is represented as a linear combination of the
elements of the natural base.

That is: in the previous example when we want to represent the vector

X =(5,4,14,6,3) we note that the base vectors contain the axis element 1 in the first,
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second, and fourth positions in the first, second and fourth vectors, respectively. Thus,
we will use the base vectors with the first, second and fourth projections of the vector

X, as follows:
X =(5,4,14,6,3)= 5(1,0,2,0,1) + 4(0,1,1,0,1) + 6(0,0,0,1,-1)

= (5,0,10,0,5) + (0,4,4,0,4) + (0,0,0,6,-6)

Theorem: Let A be a matrix of degree (nxn), then
A is invertible matrix < the rank of the matrix A =n.
Proof: = Let A be a square invertible matrix

. A'is arow equivalent to the identity matrix I, (A square'matrix’of degree nxn has an inverse
if it issa=tow’equivalent to the identity matrix)

.. The rank of the matrix A =n.

& Let The rank of the matrix A=n

Since A is a row equivalent to the identity matrix s and |1, =0
. Alis invertible matrix.

Corollary (1): Let A be a matrix of degree (nxn), then
The rank of the matfixA=n < |A] %0
Proof: = The rank of the matrix A= n

A is invertible matrix (previous theorem: let A be a matrix of degree (nxn), then A is invertible matrix <
the rank of the matrix A = n)

Thus |A| =0.
< Let |Al] #0, thenA is invertible matrix

The rank of the. matrix A =n (previous theorem: let A be a matrix of degree (nxn), then A is invertible
matrix < the rank of the matrix A = n)

Corollafy (2): Let S:{E}Z)Tn} be a set of n vectors in 1" and A columns

(rows) are X,, X, , ..., X, then Sis linearly independent set < |Al =0.

Proof: = Suppose that S is linearly independent set
From definition of linearly independent

¢, X, +¢,X, +..4¢, X, =0 suchthat ¢,=c,=..=c, =0
We can write this relation as
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a, | a, | (a, | [0]
C, % +C, a:22 +..4C, %n | _| O

E a, | a, | [0
[ca,+Ca,+...+ca, | [O] c,| [0]
(:1a21+c2a22.+...+cna2n _ 0 oA Co |_ 0
ca,tCa,+...+ca, | 0] c,| [0

This system is homogeneous this lead to |A| = 0 (because’the column of the
unknowns = 0) this is possible when | A| # 0.

< Suppose that | A| 0.

From Corollary (1), the rank of the matrix A=n <. | Al = 0.

From Theorem, A is invertible matrix < the rank.of the matrix A =n.

. Sis linearly independent set when the columns (rows) of the matrix are the vectors

_ —

X,, X,, ..., X, invertible matrix this means’'| A| = 0.

n

Corollary (3): The homogeneou$§ystem AX =0 former of n linear equation and n
unknowns has non zero solution < the rank of the matrix A <n.

Thatis : AX =0 has non zero'solution < the rank of the matrix A < n.

Proof: From Corollary (1), the rank of the matrix A<n < [A| = 0.

This is: the rank of the matrix A <n < A is a non invertible matrix.

. The homogeneous system AX =0 has non zero solution < A is a non invertible matrix.

Example:“Consider the homogeneous system
2%y +X3=0
33Xy +3X, +X3=0

Xg—3X+X3=0

2 0 1
Solution: The coefficient matrixis A={3 3 1|.
1 -3 1
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2 0 1) pegr [t 3 0] Rel [L 3 0
A=l3 3 1 R_r_3r} 012 2| — 1|0 & -1
1 31|71 3 1| Ry g 1
13 0 130 10 1

R,=l,+1, Rz:grz .| Ry=r-3r, L

Reohth g g 1|67y |0 1 1| R=m g 1 s

00 0 00 0 00 0

This matrix is in a reduced echelon forms. Therefore the rank of the matrixA.<'3.

Theorem: Let A be a matrix of degree nxn, then

The homogeneous system AX =0 has non zero solution < A-is.non invertible matrix.
Proof: = Suppose that A is invertible matrix that is mean A*"exists.

A 1(A}ﬁ() =A'0 By multiplying both sides of the homogeneous system equation by A~ *
(A'A)X =0

,X=0 = X=0

This means that the unique solution for this homogeneous system is the zero solution
X = O which is a contradiction since the.homogeneous system has non zero solution.

. A'is non invertible matrix.

< (Home work)

1 20
Example: Find the rank‘ofthe matrix A={0 1 3|. And from it conclude whether
2 1 3

it is invertible matrix or not and if the homogeneous system AX =0 has non zero
solution or not?
SolutionxWe transform the matrix A in the reduced echelon forms.

.2 0 1 2 0 R,=1,—2r, 1 0 -6 1 0 -6
Ry=f;—2r — % Ry=1r,
A:013M>013R_r+3r013—12)013
2 1 3 0 -3 3/ — 00 12 00 1
Rerior, |1 0 0
—_—1 3
R.—r._3r 0 1 0|=]
22 3 0 0 1
Thus the rank of the matrix A = 3.
- AIs invertible matrix (By previous theorem: Let A be a matrix of degree (nxn), then A is

invertible matrix < the rank of the matrix A =n)
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or A square matrix of degree nxn has an inverse if it is row equivalent
to the identity matrix

So by the previous theorem (Let A be a matrix of degree nxn, then the homogeneous

system AX =0 has non zero solution < A is non invertible matrix).
The homogeneous system has no solution only the zero solution.

1 0 -6
Exercise: Find the rank of the matrix B=|0 1 3 | And from it conclude whether it
0 0 O

is invertible matrix or not and if the homogeneous system AX =0 has non zero
solution or not?

Corollary: (without prove)

The linear system has solution AX=B <> The rank-of the matrix A = the rank
of [A:B].

Since the rank of the matrix A = the rank of [A:B], so the linear system has solution

1 2 3| x, 4
Example: Consider the linearsystem |1 _3 4 X, |=|5

2 -1 7| x,| |6
The rank of the matrix’A = 2 and the rank of [A:B] = 3.

= the rank of the.matrix A # the rank of [A:B]
=~ The system hias'no solution.

Exercises:

—_— — — — —

X, =(0,1,2) and z =(1,1,1) find the basis for the subspace?

1 2 3 2 1
(2) Find the row and column rank forthe matrix o—{3 1 -5 —2 1|?

78 -1 2 5

Prof.Dr.Niran Sabah Jasim, Assist.Prof.Dr.Suaad Gedaan Gasim, Assist.Prof.Dr.May Mohammed Helal 152



1 2 -3
(3) Isthe matrix A=|-1 2 3 | invertible or not invertible matrix?
0 8 O

(4) Does the following system have a solution or not
Xp— 2% —3X3+4x,=1
4X1 — X, —BX3 + 6X4 =2
2X1 +3Xy X3 — 2X4 = 2

411 2 2
(5) Let S=4(11,| 5 |,|-1|¢, is itis linearly indepéndent in [1°?
211-5|| 3
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