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CHAPTER THREE
INVERSE OF MATRIX

Definition: The inverse of the square matrix A denoted by A™* it is a matrix has the
same degree of the matrix A suchthat AAT=A"A=1.
Or A is called inverse matrix or invertible if there exists a matrix B such that
AB = BA =1, in this case the B is called the inverse of the matrix A and written
B=A"

Remark: The degree of matrix B (the inverse of the matrix A) must*be equal to the
degree of the matrix A and the rectangular (non-square) matrix has no inverse.

Examples:

-2 1
(1) Find the inverse of the matrix A:{ 3 J?

a ¢
Solution: Let B = L) d } = Alis the inverse of the matrix A.

It must be prove that AB =BA = 1.

-2 1fla c|_ |10 _ ~2a+b -2c+d| |1 O
3 —1||lb d| [0 1 3a—-b 3c-d | |0 1

—2a+b =1 ...(1) —2c+d =0 ...(3)
3a—-b =0 ...(2) 3c-d=1 ..4
by ‘addition by addition
a=1 c=1
so, b=3 so, d=2c = d=2(1)=2

11
. B=A!= {3 2} which is the inverse of the matrix A.

Investigation:

-2 111 1 10
Itmustbe AB=1, = AB= = =1,

3 -1{3 2 0 1

1 1)-2 1 10
Itmustbe BA=1l, = BA= = =1,

3 2|3 -1 0 1
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B=A"!

2
(2) Find the inverse of the matrix A = L } If exists?

a ¢
Solution: Let B = L) d } = Alis the inverse of the matrix A.

It must be prove that AB =BA = 1,.
2 -4|la c 10
AB = =

2a—4b 2c-4d| |1 O
a-2b c-2d | |0 1

2a—4b =1 ...(1) 2c—-4d =0 ...(3)
a-2b=0 ...(2) c-2d =1 ...
by multiply the equations (2) and (4) by 2
2a—4b =1 ...(1) 2c—-4d =0
2a—4b =0 ...(2) 2c —4do=2
by subtraction by subtraction
0=1 0=-2

This is not possible. So therg.is no solution to the system.
. We hypothesized that\there is an inverse of the matrix A is not true.
". There is no inverse to the matrix A.

Properties:
(1) The'square matrix A is called not invertible if det(A) = |A| = 0.
(2) The'square matrix A is called invertible if det(A) = |A| =0 and |A|= ﬁ .
A

Proof:
Suppose the matrix A invertible < there exists a matrix B, such that
AB=BA=1, = |AB| = | In| (taking determinant for each side)

= |Al[B] =1 (previous theorems | AB|= | Al B/ and det(l,) = 1)

= |Al 20 and |B|#0
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Soweget|A|:é — |A|:ﬁ or ‘A‘l‘

_1
A

Remark: Sometimes invertible matrix is called (inverse matrix) or non-singular or has
an inverse.
And not invertible matrix is called (non-inverse matrix), singular, or has no inverse.

Examples:
3 1] N _—

1) A= not invertible matrix since |A| = 0.
12 4]
5 -3]. _ -

(2) B= ) 7 invertible matrix since |B| # 0.

(3) Is the zero matrix has inverse (invertible)?
Solution: The zero matrix does not have an inverse because its determinant = zero.
Or If we suppose the matrix B is the inverse-of the zero matrix O, then

0,B=0,#1, which is a contradiction

.. The zero matrix does not havé\an inverse

(4) Is the identity matrix has inverse (invertible)?

Solution: Yes, the identity matrix has inverse which is the same matrix.
Suppose the matrix B is the inverse of the identity matrix I,

1,.B =Bl =1, (the definition of an inverse matrix)

B=B=l (previous theorem 1,A = A)

B =1,

Therefore, the inverse of the identity matrix is the identity matrix itself.

(5) If A= A", Show that det(A) = + 1.
Solution: A=A' = AA=], (the definition of an inverse matrix)

= (det(A))? = det(l,) (taking determinant for each side)
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— (det(A)?=1 (det(1,) = 1)
= det(A)=+1
(6) If A is nonsingular matrix such that A% = A. Find the value of det(A) ?

Solution: Since A is nonsingular, so A exists.

A=A

AZAT=AA? (multiply each side by A™)
AAAT=AA? (A2=AA)

Al, =1, (AAT=1)

A=1, (previous theorem A I, = A)
det(A) = det(l,) (taking determinant for each side)
det(A) = 1 (det(l) = 1)

Theorem: If A is an invertible matrix, then A' is also an invertible matrix and
(At)fl — (Afl)t.

Proof: Since A is invertible matrix, 3-/AZ*'(nxn) matrix) such that

AAT=ATA=],

AADH = (ATA) = (1) (taking transpose for each side)

(A A = A" (AD =1, (by previous theorems, (I,)"' = I, and (AB)' = B'A")

. Alis invertible and (A)™ = (A™).

Remark: The previous method of finding the inverse of a matrix (by definition) is

impractical to find the inverse of a matrix of degrees higher than (2x2). But

there are other methods to do this.

Finding the inverse of a matrix (by the adjoint matrix method)

The Method of Adjoint Matrix

If A = [a]nn Such that [A|l # 0 and C = [cj]. represents the matrix of
coefficients cofactor for the matrix A.

Theorem: without proof
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The adjoint matrix for the matrix A is transposed matrix of the coefficients
cofactor for the matrix A and denoted by adj(A), i.e.
adj(A) = C'(A) = [cij]'nn

t t
i Cii Cii
The inverse of the matrix Ais A~ = adi(A) _ {J} — [ 'J]

Al LAl Al
Examples:

4 2
(1) Find the inverse of the matrix A = {3 2} by adjoint matrix method?

Solution:
4 2

A :‘ =2
3 2

cu=CDM2l =2, cp=(CD)M"?3] =-3
Co1 = (_1)2+1‘ 2| =-2 ,Cp= (—1)2+2 | 4| =4

4} =N adj(A):Ct(A):{Z _2}

2
ClA)= {— 137 4

2
The inverse of the matrix A is

2 -2 . )
actoadia) (-8 4] |07

Tl T 2 s
2

2

Investigation:

4[4 2 Ylimoo 9 L Yiry 5711 0
AA T = 3 = and AT"A=| 3 =
3 2 ~3 2 0 1 > 2113 2 0 1

1 2 3
(2) Find the inverse of the matrix A={1 3 3| by adjoint matrix method ?
1 2 4
Solution:
1 2 3
|A|:1 3 3=(12+6+6)—-(9+8+6)=24-23=1
1 2 4
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3 3 1 3 1 3
Cyy = (-1 ) 4‘=6 , Cpp = (-1 L 4‘— 1, ¢=(-)"° | 2‘——1
2 3 1 3 1 2
C — _1 2+1 — 2 ’ C — _1 2+2 :1 ’ C — _1 2+3 :0
21()24‘ 22()14 23()12
2 3 3 1 2
C — _1 3+1 :_3 ’ C — _1 3+2 :0 ’ C — _1 3+3 :1
31()33‘ 32()13 33()13
6 -1 -1 6 -2 -3
C(A)=|-2 1 0/, adjA)=C'(A)=|-1 1 0
-3 0 1 -1 0 1
The inverse of the matrix A is
i 6 -2 -3
A—1=a‘1§A)=—1 1 0
S
Theorem: without proof
If A = [aj]nxn then A (adj(A))=(adj(A)) A = (det(A)) 1.
Exercises:
(1) Find the inverse for each of the following matrices (if exists)
1 1 2 1 3 -1
21 1 3 B B
(@ A= (b) A= £ o (c)B=|0 -1 3| (dB={2 2 1
A\ 1 1 2 0 1 -3

(2) For-any square matrix of degree (nxn) show that adj(A") = (adj A)".

1

A

(3) If A is a square matrix and | A| # 0. Prove that A has inverse and A™ = —adj(A).

Theorem: If A is invertible matrix, then oA invertible matrix for any scalar number
o #0and (@A) = %A_l.
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Proof: We must prove (cA)(LA™) =L A™)(aA) =1,
(aA)(% A_l) =(a %)(AA_l) (by previous theorem (rA)(sB) = (rs)(AB))

=1-1,=1, (A is invertible matrix so A A = 1)

In the same way we prove that (%A_l)(aA) =I,.
: -1_1p-1

Theorem: If the matrix A has inverse, then this inverse is unique.
Proof: Let B and C are the inverses for the matrix A.
By the definition of an inverse matrix, we have

AB=BA=1, ...(1)

AC=CA=1I, ...(2)

B=BI, (by previous theorem A = Al,)

B = B(AC) (by (2))

B =(BA)C (the multiplication of matrices-is'associative)
B=1.C (by (1))

B=C (by previous theorem"Al,= A)

.. The inverse matrix is unique.
Theorem: If A is invertible matrix;.then A" is invertible matrix. (Home work)

Theorem: If A is invertible matrix, then (A1) ' = A.

Or The inverse of the inverse matrix is equal to the matrix itself.
Proof:

AYA Y T =(AHT A=, (the definition of an inverse matrix)
But A'A=AA =1,

So each of: Avand (A1) ' are inverse for the matrix A™*

Since the-inverse of the matrix is unique, so we get (A" '=A

Theorem: If A and B are invertible matrices, then (AB) *=B A,
Proof: We must prove that (AB)(B 'A " 1)= (B 'A 1) (AB) =1,

(AB)B A H = ((AB)B HA? (the multiplication of matrices is associative)
=(A(BB ')A (the multiplication of matrices is associative)
=(Al)A! (B~ 1 is the inverse matrix of the matrix B)
=AA! (by previous theorem Al, = A)
=1, (the definition of an inverse matrix)
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In the same way we prove (B 'A% (AB) = I,.

1 0 2
Example: Let A:{2 J and Bz{o 1] prove that (AB) *=B 'A!

1 0 11 2 1 _1 01
-2 1 0 1 4 -1 -2 1

11
(AB)™ :{ 2 2}. Sothat (AB) '=B 'A!

-2 1
Corollary (1): If A, B and C are invertible matrices, then ABC invertible matrix.
ie.(ABC) '=Cc'B AL

Proof:

(ABC) '=((AB)C) * (the multiplication of matriges is associative)
=C '(AB) ! (by previous theorem-(AB) ' =B *A ™}
=c'B Al (by previous theorem(AB) '=B *A}

Corollary (2): If Ay, A,, ... A, are invertible matrices of the same degree,
then A;A,... A, is invertible matrix wherg-n IS positive integer number and
(AAg. A "= A L A AT (Home work)

Corollary (3): If A is invertible,matrix then A" is invertible matrix for any
positive integer number n and (A" ' = (A~ H".

Proof: By using corollary.(2)

Let Ai=Ax=...=ALTA

Since (AtA,.. A=A L A AT

So (AA..A)SA L ATAT

(An)—l — (A— 1)n

Remark:"We can prove Corollary (3) by using mathematical induction method

Definition: If A is invertible matrix, we define
A"=(AH " where n is a negative integer number
=AAT AT
(—n)—times

Al =

Examples:
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(1) Let A square matrix of degree (nxn) such that A? + 2A +l, = O,. Show that A is
invertible matrix and find its inverse?

Solution:

A%+ 2A +l,= O, (given)

AZ+2A =0,-I,

AZ+2A =1,

A%+ 2A I, =—1, (by previous theorem Al, = I,A = A)

“AP-2A 1, =,

AFA-21) =1,

AFA-21)=FA-21)A=1,

From that we have A is invertible matrix and A" *=-A—-2 1,

(2) If A =Al, where A is scalar number. Prove that

A is invertible matrix <> A #0 and A™! :%In

Proof: = Let A is invertible matrix. To prove A #0
Suppose =0 = A=Al,

= A=0,
But O, not invertible matrix (since their determinant equal to zero)
. A'is not invertible matrix which is-a-contradiction.
.. Our hypothesis A = 0 not true, so.x # 0.

< Let A #0. To prove A is.invertible matrix

A=\l (given)

A_lz%ln_l (by previgus »theorem (if A invertible matrix then oA is invertible matrix and
(A =2 A™)

Al= I, (The inverse matrix of identity matrix is the identity matrix itself)

1

2

(3) Let'A’be a square matrix such that A* = O for some positive integer values, this
matrix is called nilpotent. Show that A is not invertible matrix.

Solution: Suppose A is invertible matrix

— AXis invertible matrix  (by If A is invertible matrix then A" is invertible matrix for any
positive integer number n)

= O is invertible matrix which is a contradiction
.. Ais not invertible matrix.

Exercise: Give example for nilpotent matrix of degree (2x2).
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(4) If A and B are invertible matrices of any degree. Is A + B invertible matrix?
If itis that,is(A+B) '=A '+B 2
Solution: If A and B are invertible matrices it is not necessary A + B invertible matrix.

-1 0 2 0 : : :
For example: let A:{O 3} and B:{O 3} are invertible matrices, ~but

1 0
A+B= {O O} not invertible matrix.

It may be A, B and A + B are invertible matrices, but not necessary. that
(A+B) '=A'+B %

-1 0 2 0 10
For example: A= , B= , A+B=
0 3 0 3 Q 6
-1 0] 0 4,110
3 3
But (A+B) '#A '+B ! since

1 0] [-1 0] |3 O [=3)0
1¢01+ 1]~ 2
0 3] 10 3x 10 3

6
(5) Let A + | invertible'matrix. Show that (A — 1) and (A + 1)™* commute matrices?
ie. A—DAXD T =(A+1) A=) (Home work)

N~

ATl =

o
o~

Remark: The matrix A which satisfy A? = | is called involutory matrix.

(It is the'matrix which is if it is multiply by itself the value equal to the identity matrix)
The ‘involutory matrix is the inverse of itself.

The’identity matrix is involutory matrix.

Example:
-1 -2 -2

The matrix A=| 1 2 1 |isinvolutory matrix, since A*= 1.
-1 -1 0
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Exercises:
(1) Let A be a square invertible matrix. Prove that | A*| = | Al¥, where k is a negative
integer number.

(2) Let A be a square matrix and A% = O. Prove that (I — A) is invertible matrix.

(3) If A, B, Care square matrices of degree (nxn) and A is invertible matrix, then
AB=AC =B=C

Definition: We say for the matrix of degree mxn is of-reduced echelon form denoted
by (r.e.f.) if satisfy the following conditigns:

(a) Rows consisting entirely of zeros, if existsgare,appear at the bottom of the matrix.

(b) The first non-zero entry in every row thatis not completely composed of zeros is
equal to 1 and it is called "the leading entry for that row".

(c) If the sequential rows i and A+ not completely composed of zeros, the leading
entry for the row i + 1 is appears on the right of the leading entry for the row i.

(d) If there exist a column-has a leading entry for a row, then all other entries for that

column equal to zero:

Remark: Theunatrix of the reduced echelon form may be not containing entirely rows

of zeros.
Examples:
0 0(2) 9]
000 3 Matrix of echelon form (e.f.) but not of the reduced
(1) A= echelon form (r.e.f.) since the leading entry for the
0000 first row =2 = 1 (the condition (b) not satisfy).
0 0 0 0]
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000 @ 0 Matrix not of the reduced echelon form (r.e.f.) since
0 0O @ 0 the leading entry for the second row not on the right of
(2) B= 0000 1 the leading entry for the first row (the condition (c) not
0000 0 satisfy).
0 1 0 0 O]
(3) C= 8 8 (1) 2 8 Matrix of the reduced echelon form (r.e.f.)
0 0 00 0]
1 0 4
4) b=|0 1 0 -3 Matrix of the reduced echelon farm(r.e.f.)
0 1 5
1 2 0
(5) E={0 0 1 0 1 Matrix of the reduced echelon form (r.e.f.)
00 1
1 0 0 3 O]
0 01 0.0
(6) F=|0 0 0 O\1 Matrix of the reduced echelon form (r.e.f.)
0 Q.60 O
05020 0 0]
102 0 8]
(Y)SM0 0 0 0] Matrix not of the reduced echelon form (r.e.f.) since the
00 1 -2 condition (a) not satisfies.
1 0 3 4] . :
Matrix not of the reduced echelon form (r.e.f.) since the
(8) 0 @ -2 7 condition (b) not satisfies.
0 1 3
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©)

(10)

Matrix not of the reduced echelon form (r.e.f.) since the
condition (c) not satisfies.

Matrix not of the reduced echelon form (r.e.f.) since-the
condition (d) not satisfies.

Linear Systems and Gaussian Elimination Method

Definition of the linear system. M\t is a set of (m) of linear equations and (n) of
unknowns (variables), and it.is'expressed in the following form:

a;1Xy + aXp +... 4+ AeXn < 01

Ao1X1 T AooXo ...+ @rpXp = b2

am]_X]_ + am2X2 +. . .+ aman = bm

It iSwritten briefly as follows AX = B, where

A is the coefficients matrix (coefficients of

A=

aq
ayy

aml

ap
ayy

am2

a1n

a2n

the unknowns)

mxn
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]
: X
X is the column of the unknowns X =| "2
_Xn_n><1
b,
b,
B is the absolute quantities column B=| .
_bm_mxl
Examples:
(1) Consider the following linear system
2X1 - 3X2 =8
_ ...(1)
X1+ X =1

8 X
The absolute quantities column is B = L} thescolumn of the unknowns is X = Ll}
2

2 -3
the coefficients matrix A = [3 1 } , SO'We can write the system as follows:
2 3| Xy| |8
3 1 |x,| |1

When we compute the multiplication operator we get the system of the
equations (1).

(2) x+y+z=1
—y+22=0
X+2y- =2
1 X
The absolute quantities column is B=| 0 |, the column of the unknowns is X=|Y
2 z
1 1 1
the coefficients matrix A=|0 -1 2|  so we can write the system as follows:
1 2 0
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1 1 1x] [1
0 -1 2|y |=|0
1 2 0lz| |2

Definition the solution of the linear system: It is a set of the value of the
unknowns which satisfy each equation in the system.

Remark: Each set of linear equation (AX=B) can be represent it.by the
matrix [A:B], this matrix called augumented matrix.

Examples:
(1) Consider the following linear system
3Xy +5X, —2X3=5
4X1 —Xo + 3X3 =14
Xp+ X+ X3 =7
3 5 2
The augumented matrixis |4 -1 3
1 1.01

vl 1

(2) If the augumented matrix'is|0 -2 1
3 0 4

system

X;+Xp+X3=2
— 2%Xo + X3 =3

3X1 +4%x;=1

3}
14

7

2

3 |, so the set of the equations of the
1

Remark:From above we note that the system of linear equations transfer to a system
simple than it (equivalent system) by using some operations on equations. Also, the
representation of the system by an augumented matrix means that each row in the
matrix represents an equation, and for this the system can be solved by using the
augumented matrix and these operations on the augumented matrix correspond to
(similarity) operations on the equations. These operations on an augumented matrix
are called elementary row operations and denoted by (e.r.0.) which are:

(1) We multiply the row (i) by a constant number o not equal to zero. It is denoted by

{Ri = ari}.
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(2) We multiply the row (i) by a constant number o not equal to zero and add it to the
row (j) where (i #j) is denoted by {R; = rj + ari}.

(3) Replace row (i) with row (j) or vice versa and denote it by {r; < ri}.

The above method which is used to solve any linear system is called Gaussian

elemination method

Gauss-Jordan Reduction Method

Solving the system AX = B in this method depends on converting_the ‘augumented
matrix to the reduced echelon form.

Examples: (1) Solve the following linear equations systems by Gauss-Jordan
reduction method

(@ x-4y=11
X—2y=17
1
: =I,— : R.="r,
[A:B]:l -4 : 11 Rz—r2 r ) 1 4 11 2=, ) 1 -4 11
1 -2 7 02 4 0 1 )
R, =r, +4r 1 0 3
12, . . Thesolutionisx=3 and y=-2,
o1 : -2
(b) 2x+3y=0
4x-y=0
-1
. —r — : R =T :
[A:B]:23:0 Rz—r22rl>23.0 272>23.o
4 -1°G50 0O -7 : 0 01:0

7 7

01:0 01:0
Theysolutionis x=0 and y=0

1
R,=r,-3r, \{2 0 o} Ri=50 {1 0 o}

(2) Solve (if possible) the following system
X1+ X, =2
2X1 +4x, =-1
Solution:
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1 1: 27 R=r-2r 1 1 : 2 R,=2r 11: 2
2 4 ¢ 1 0 2 : 5 01: -5/2

R=r-r, [1 0 : 9/2 X 9/2
171 2 . —X=|"t|= or x;,=9/2,x,=-5/2
01 : -5/2 X, | |-5/2

(3) Solve (if possible) the following system
2x—-3y=8
x+y=1 (Home work)

(4) Solve (if possible) the following system
X1+ X+ X3=1
2X1 + 3%, + 3X3=3
X1+ 2%, +2%X3=5

Solution:

111 %1 R2=r2—2r1>111 Ror.r |1 11
[A:B]=|2 3 3 ov1 1 ¢ 1 83 3 2,011
R,=r,—r )

1 2 2 3 3 1450 11 0 00

The third row means 0x; + 0xy.0x3 = 3 which implies that 0 = 3 which is impossible
so the system has no solution.

Remark: When solvinguthis system by elimination method in solving equations, you
find thejsame answer (that the system is inconsistent) that is, it has no

solution.

Example: Solve (if possible) the following system

X+y+z=1
2x+y+z=1
X+y+z=1
Solution:
111 1 R2=r2—2r1>11 1 : 1
[A:B]=l2 1 1 0o -1 -1 : -1
R,=r,-3r .
311 3 3 1410 -2 -2 : =2
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R,=r,-2r, 11 1 R =r+r, 100 0
>0 -1 -1 : -1 >0 -1 -1 : -1

0 0 0 : O 0O 0 0 : O

Thismean x=0

—y—-z=-1

y+z=1

Which mean when we take value for y we can find the value of z.
This mean the system has infinite solutions.
The solutionis x=0,z=1-Yy, y = any real number.
Or the solution {(0,a,1 —a):a €] }.
If a=1,s0(0,1,0) is solution, or if a =2, so (0,2, —1) is solution, ....and so on.

Equivalent Matrices

If the two matrices A and B are of the same degree, then A is a row equivalent
with B If B can be obtained from A with an Operation or (Elementary Row Operations)
(e.r.0.), the equivalence is symbolized by(~) we say (A ~ B).

We can note that:

(1) For any matrix A, then A ~A.

(2) For any matrices A and(B, if A ~ B, then B ~ A.

(3) For any matrices A\B-and C,if A~Band B ~C, then A~C.

Examples for, the'equivalent matrices:

271 0
1 A=l 2 1
0 2 1
2 1 0 2 10 2 10
A=l1 2 1 S 3 2 4,11 21 2 2 4|2 4 2|=B
02 1 100 100

So A~B (row equivalent).
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1 -2
(2) Show that A= Ll 3 }D I,

Solution:
A 1 -2] R,=r+n > 1 -2] Ry=r+r, ) 1 0 L,
1 3 0 1 0 1| °?
.'.A~|2
Exercise: Show that the matri A—121 dB—lO_3
Xercise.: ow a e matrices = 2 3 0 an = g1 -2 are row

equivalent?

Theorem: (without proof)
The square matrix of degree (nxn) has inverse if it is row equivalent for the
identity matrix.

1.3 } In example (2) above has inverse since it is

For example the matrix A ={

row equivalent to I,.

Theorem: (without proof)
If A is a square niatrix of degree nxn, then the linear system A, - X1 = Bp.q has
unique solution if dnd’only if | Al #0.

Remark:C IfA is a square matrix of degree nxn, then the linear system
A - Xax>= Bn.a has infinite number of the solutions or has no solution if and only if
Al =0

Examples:

2
(1) Let A= {2 I

} = |Al =0, so the linear system

2x—-3y =8
2x—-3y =3
by subtraction
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0=6
Has no solution

2 -3
(2) Let A=L } = |Al =0, so the linear system

6
2x—3y=8
4x — 6y = 16
multiply the first equation by (2)
4x — 6y = 16
4x — 6y = 16
by subtraction
0=0

Has infinite number of solutions.

Exercises: Solve the following linear systems

1) x+y+z=1 (2) x+2y+2z=1 (3 x+y=3
X+2y+3z=-1 X+9%y+2z=4 2x-y=1
X+4y+4z7=-9 X+8y+22=8

(4) Find the value of a which’make the following linear systems have no solution

(@ x-2y=5 (b) x—y+2z2=3
3x+ay=1 2x+ay+3z=1
-3Xx+3y+z=4

Gramer's Rule

This method using to find the solutions of the linear system which its coefficients
matrix is square matrix and its determinant # 0.

Theorem: (without proof)

A.
Let Ap - Xiet = Brgand |Al £0, then X =%,j =1,2,...,n, where

b

A; is the matrix obtained it by replace the column j for the matrix A by the absolute
quantities column B.
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Examples: Using the Gramer's rule to find the solution for the following systems:

(1) x—2x,=8
5X1+2X2=4
Solution:
1 1
- \ 2, |a)- \ ol ﬂ=—36
|Al| -9 |A2| _36 -3
N 12 TN T 12
The solution is x; = 2, X, = -3
(2) —2X1+3X2—X3:1
X1+2X2—X3:4
—2X1—X2+X3:—3
Solution:
3 -1
2 3 -1 412 -
Al=| 1 2 -1]|=-2 ,x1:|A1|: = N ,
2 -1 1 A - N
-2 1|~ -2 3 |1
1 -1 1 2
N _|A2|_ =253 1 _—_6_3 . _|A3|_ -2 -1 |-3 _—_8_4
Ay 2 2 T T 2 20

Exercises:” Solve the following linear systems by Gramer's rule

(B)2x+y+z2=6 (2) 2x+4y+62=2
3X+2y—-2z=-2 X +22=0
X+y+22=-4 2x+3y—z=-5

Homogeneous Linear Systems
We say the linear system of the formula
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A Xy + apX, +...+apX, =0
A1Xy + AxXy +...+ axX, =0

amiXy + ameXo +...+ amnXp = 0

It is a homogeneous system that can be written in the matrix form AX = O.

The solution x; = X, = ... X, = 0 is called the trivial solution for the homogeneous
system.

If X1, Xo, ..., Xn SOlution for the linear system where x; # 0 for some values>of i , then
this solution is called non trivial.

.. The homogeneous linear system always consistent (if it has some solutions), the
trivial solution is one of their solutions.

Theorem: If A is a square matrix of degree nxn,-then-'the homogeneous system
A X = O has trivial solution if and only if | A| #0.

Example:
3x+y=0
2x+4y =0
3 1
A:L 4} = |Al=10#0.
3 1] R.=r-r 1 -3] Ro=r,-2r, [1 -3 Rfirz 1 -3] R=r+3r, [1 0
[2 4} 1123[2 4} Db, 1{0 10} 10 {O J =" 1;[0 J

The solution is x = y:=0
.. The trivial solution is the only solution for this system.

Remark:CIf*A is a square matrix of degree nxn, then the homogeneous system
A X = @-ha$ infinite number of the solutions if and only if | A|=0.
Examples:
(I)'x—-5y=0
2x—10y =0

1 -5
A:[ }:>|A|:O
2 -10

1 -5 Rzzrz—zrl X 1 -5
2 -10 0 0
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X—5=0 = x=5y

Ox+0y=0

The solution is the set {(5a,a):a € R}.

So we get this system has infinite number of the solution.

(2) Find the value of o which make the linear system (al — A)X = O has non.trivial

luti 'fA—2 °
solution it A=\ 3|

Solution: The homogeneous system (al — A)X = O has non trivial solution if and only
if [al—Al =0

_[1 0] [2 6] [a—2 -6
“'A'O{o 1}{2 3}{ 2 a—s}
Since [al—A | =0
a—2 -6
-2 o-3
(0 —2) (a—3) - (-2)(-6) =0
a’—5a0+6-12=0
a’-50-6=0
(a—6)(a+1)=0 = a=6,a=-1

-

Examples: Solve each-0f the following linear systems by Gauss-Jordan method
(1) x+2y+32=0

—X+3y+22=0

2x+y=2z=0

Note: since the absolute quantities column is zeros, so we can write the coefficients
matrix,only in augumented matrix.
: = 1
172 3 10 R2r2+r1>123 R,=r, [1 2 3
13 2 10 0 5 5 5° ,

. R.=r.-2r
2 1 -2 :0 3 3 1.,/0 -3 -8 0O -3 -8
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R =r-2r, J1 0 1] R= 1r3 10 1] R=r-r, Jroo
Rooraar |01 1 5>011R_rro1o
3 372,00 -5 001 2 2 3,0 0 1
The solutionisx=y=z=0
.". The trivial solution is the only solution for this system.
2. X+2y-2=0
X+3y+2z=0
3x+8y+3z2=0
1 2 -1] Ry=r,-n N R =r-2r, [ o7
1 3 2 01 3 (0
R,=r,—3r R,=r,—2r
3 8 3 3 3 1,]0 2 6 3 3 240 0 O
X-—72=0 = x=7z
y+3z=0 > y=-3z
z = any real number
.. This system has infinite number of-salutions.
.. The solution is the set {(7a,—3a;a):a € R}.
Exercises: Solve the following linear systems by Gauss-Jordan method
(1) 2x-2y+2z=0 (2) x+3y—-3z=0 3) x+y+z+w=0
4x -7y +3z=0 X+3y—2z =0 X +w=0
2X—y+2z=90 2x+6y—3z=0 X+2y+z =0

a b
(4) LetA :{ d } Prove that the homogeneous system AX = O has the only trivial
C

solution if and only if ab — bc # 0.

Abstract for the method of transformations on rows
(Gauss-Jordan method)
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To find the inverse of the matrix A by the method (Gauss - Jordan), we write the

matrix A with the identity matrix in the following form: [A: I,] then transformed the
matrix A by the transformations of rows into I, and thus transforms I, to A~ 1,

(performed the transformations of rows operator in both matrices at the same time)

Examples: Find the inverse (if exists) for each of the following matrices

1 2 3
1) A=|1 3 3
1 2 4
Solution:
123:100 R2=r2—r1>123 10
1 33:010 01 0 : -1~1
R.=r—r )
1 2 4 0 01 3 3 14]0 0 1 =1\ 0
103:3 20 100: 6 -2 -3
R, =r. =2r Ru=r-3r,
11 2,4,010°:-110 1v1 3401 0: -1 1 0
0 0 1 -1 0 1% 0 0 1 -1 0 1
6 -2 -3
So the inverse of the matrix.,Alis A2=|-1 1 0
-1 0 1
1 2 -3
2 A=|1 -2~
5. -2"3
Solution;
L 253 :100] R,=r,-r 1 2 -3:i1
1v~2 1 : 01 0 0O -4 4 -1 1
R,=r,-5r
5 -2 -3 0 0 1 3 3 sy |0 =12 12 5 0
—I’—3I' Bfl 0
>0 -4 4 * -1 1
0 : 2 =31
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1 2 -3
At this point the matrix A is row equivalentto B=|0 -4 4

0O 0 O
So the matrix A is singular (A has no inverse).
110
(3) Find the value(s) of a which make the inverse of the matrix A={1 0 0Y exists.
1 2>a
What is A™1?
Solution:
110:100| Ry=r-rp 12 1 0:! 1 00
100:010 10 -1 0 -1 10
_ R,=r,—r _
1 2 a 0 01 3 3 1,10 1 a :<IN0O
R1=r1—r3> 10 -ai 20 -] piep [10-ai 20 -1
00 a 211 2 3,01 a ! -10 1
R, =r +r .
2 2 3,/01 a @ -10 4 0 0 a -2 1 1
To be the third row not equal to zero,t must a = 0.
g (10 a2 07 R1=r1+ar3>100.011
—2 3,101 a A0 0 o 010: 1 -1-1
00 1 o1 a| M=h=alh 1y 01 2 1 1
L a a a 4 ‘oa a a
0 1
So At=| AN 1.
=2 1 1
| »a a a

Exercises: Find the inverse (if exists) for each of the following matrices

- 2 3 4
(1) A:{ } (3) C=[0 -1 1
0 2 1 2 2
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1 2 1 111
2) B=|2 4 2 4 D=|0 2 5
0 -1 4 5 5 1

Solving Linear Systems By Using The Inverse

Consider the linear system Ay, Xn« = Bn.1, Where the matrix A,., has inverse,
then anl = A;in anl

Proof:

AX=B

A'AX)=A'B (multiply each side by A1)

(A 'A)X=A'B (the multiplication of the matrices is assogciative)
I, X=A'B (the definition of the inverse (A~ A=)
X=A'B

Remark: We use this method when the matrix.isssquare and has inverse.

Examples:
(1) Solve the following linear system by.using the inverse of the matrix
@ x+2y=4
3x+4y=5
: . 1 2{x 4
Solution: The system can bewritten as follows =
3 4|y 5
We compute the inverse.for the coefficients matrix as follows

(A F 1] G0A

{1 2 1.1 o} R,=r,-3r \F_ 2 11 o}

7

34 :201 0 -2 : 31
RZZ_;5 [t2i1 0] gopg [1OF2 1] .
o 1 3 - o 1 : 3 -1 _[12 A }
2 2 2 2
-2 1
The inverse of the coefficients matrixis A™=| 3 _1
2 2
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The solutionisx=—-3 and y = %

(b) 3x—4y=-5
—2x+3y=4

3 -4 =5
Solution: The system can be written as follows { ) 3 }D } :{ i }

We compute the inverse for the coefficients matrix as follows
[A § ][ AT

{3 -4 i1 0} R =1+, \{1 -1 11 {‘ R2=5+mi>{1 -1 11 1}

2 3 01 "2 3 o1 0 1 : 2 3

7

Ri=n+, [1 0 : 3 4
01:23

3 4
The inverse of the coefficientsimatrix is A~ = {2 3}

X=A1B

SRR SHER

The solutionisx =1 and y =2.

(3) Solve the linear system  —10x; + 5%, + 3x3 =1

7X1—3X2—2X3:—2
—4X1+2X2+X3=O

-1

-10 5 3 1 1 -1
Where| 7 -3 2| =|1 2 1
-4 2 1 2 0 -5
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-10 5 3| x 1
Solution: The system can be written as follows | 7 -3 -2 x, |=|-2
-4 2 1] X3 0

Since the inverse of the coefficients matrix given, then
-1

x;] [-10 5 3771 x;] [1 1 <117 [
X=A'B = |X,|=| 7 -3 2| |-2|=[x,|=|1 2 1| -2|%|23
The solution is x; = -1, X, = -3 and X3 = 2.
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