,-":— -

| 3 2 0| 3R,+R,—R, Step 4: Repeat step 2 with
s \
\ Need 0's here. |~ |0

0

the entire matrix.
J

1 -
—\..j _‘A,x4 -3 3] (4R, +R;—R,

. - ll 0 —0.1 21 Step 3: Repeat step 1 with
l’{ Need a 1 here. \'\ ~10 1 =07 0.7 the submatrix formed by
\ )

~ (mentally) deleting the top
e 0 0 =02 | 02] (-5R;—R; two (shaded) rows.

=N _
1 0 “\—.0.1 2.1] 0.R,+R, >R, Step4:Repeat step 2 with

J~{0 1 =07 | 07| 07R;+R,—R,
0

—
P

' . \ the entire matrix.
N Need 0's here. y
0 1| -l
1 0 0 2 The matrix is now in
reduced form, and we can
~10 1 0 0 proceed to solve the
0 0 11 =1 corresponding reduced
system.

The system which has the above augmented matrix 1s
x1+0+0=2
0+x,+0=0
0+0 +x =-1

Therefore, S.S.= {(2,0,—1)}.

Example: Use Gauss-Jordan method to solve the following linear system:
2x1 —4x, + x3 = —4
4x1 —8xy +7x3 = 2
—2x1 +4x, —3x3 =5

Solution:
2 —4 1|4 e 1 =2 05]-2
4 -8 7| 2 4 -8 7| 2
—2 4 -3 5 (To get 1 in upper left corner) -2 4 -3 5
(-4)R; + R, = R, 1 =2 05]|-2 0oms s B 1 =2 05/|=2
B 0 0 5/[10 0 o0 1| 2
2R1 + Ra. — R3 0 O —2 1 0 O _2 l
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(—=0.5)R+ Ry — Ry 1 =2 0|3
— 0 0 1 2
2Rs + Rz — R 0 0 0 5

We stop the Gauss—Jordan elimination, even though the matrix is not in reduced

form, since the last row produces a contradiction. The system is inconsistent and
has no solution.

Example: Use Gauss-Jordan method to solve the following linear system:

3x; + 6x, —9x3 = 15
2xy +4x, — 6x3 = 10
—2x; — 3x; +4x3 = —6

Solution:
36 9 ];mﬂﬂl 1 2 =3| 5
2 4 6 sl 2 4 —6| 10
2 3 4 2 -3 416
(=2)Ry +Roa»R> [ 1 2 =315 1 2 =315
2Ry + Rae»R3 0 0 00| RoesF; 01 =214
> o1 214 o o 0lo
(—2)R, + Ry «» R, Lo =3
101 2 4
oo ol o

This matrix 1s now in reduced form. Write the corresponding reduced system and
solve.

x1+0+x3=—3 =x =-x3—3
O+x, —2x3=4 =x,=12x3+4
This dependent system has an infinite number of solutions. We will use a
parameter to represent all the solutions.

X3 =1
X, =2t+4
x1=_t_3

Where t € R. Therefore, S.5.= {(—t — 3,2t + 4, t)|t € R}.
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Example: Use Gauss-Jordan method to solve the following linear system:

X1 + 2.\'2 + 41'3 + Xq4 — Xg = |
2x; +4x + 8 + 3x4 —dxs = 2
X1 + 3,\'2 - 7.\'3 : 2 3.\'5 = —2
Solution:
1 2 41 -1 1| (2R, +RyesR; 1 2 4 I =]
2 4 8 3 -4 2| (~0R, +Rse»Rs |0 0 0O 1 -2
1 370 3| —2 18 1 3 =i 4
1 24 1 -1 1] 0 -2 3 —9
Ry« Ry 01 3 -1 4/[-3 2R, Ry Ry 01 3 -1 4
*[o00 1 -2/ 0 oo o0 1 =2

Rq +Rye» Ry 0 1 3 0 21 -3
» |0 0 0o 1 -2 0

This matrix 1s in reduce row echelon form. Write the corresponding reduced
system and solve.

X — 2_'1'3 - 3,\'5 = 7
X2 + 3x3 + 2.1’5 = =3
X4 — 2.’{5 = 0

Solve for the leftmost variables x;, x5, and x, in terms of the remaining variables
X3 and Xxs:

X = 2.T3+3.¥5+7
Xy = _3,1'3 — 2‘(5 -3
Xq4 = 2.1‘5

If we let x3 = sand x5 = t, then for any real numbers s and ¢,
X, =28 +3t+7
X = —3s — 2t — 3

X3 = 8§
x4:2f
If,=f

S.S.={(2s+3t+7,—3s — 2t —3,s,2t,t)|s,t € R}.
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H.W.

2 + 6y — z = 4 v+2y—4z = —4
S — 2y — 2 = 1 b —3y—Tz = 6
50 + 9y — 2z = 12 3 —2y +3z = 11

(4.3) Solving Linear System By Cramer’s Rule (determinant)

This method can be used only for square matrix and computationally inefficient
for n>4.

X1
Let AX = B be ann X n linear system, where X = | ¢ |. Then the Cramer’s

Xn
rule 1s as follows:
If |A| # 0, then

_ Al
i — Taoi=12,n
A

where A; 1s the matrix obtained from A by replacing the ith column by B.
It n = 3 then Cramer’s rule as follows:

Given the system

a“.\'+ﬂ|2_\’+a|3z:k[ ap ayy dps
agl.\' + (722_‘.-’ + azg,:;' = k3 Wlth D= (?2[ (122 (12_1, #0
az|x + asay T Az = k} ay; dyz» dxz
then
ki ap» ap any ki oap ay apy k
ky ax ax ayy ky ax ayy dy ky
v — ks azp as = ay; k3 ax _ a3 dax ks
D : D - D
Example:
Solve using Cramer’s rule:
X+ ) = 2
Jy—z=—4
X +z= 3
Solution:
| 1 0
|Al= D = |0 3 —1| =2
| 0 |
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2 10 1 2 0
-4 3 -1 0 —4 -1
3 00 1| 7 13 1
T 2 "2 " 2
o1 2
0 3 -4
oo o3l
2 2.

H.W.

Solve using determinants:

1) 220 — 3y = 7 22 — 4y = T
dx+ b6y = 1 3:&—63;25
2y + y— z =

2) z+ y+ z =1
x—2y—3z = 4

(4.4) Solving Linear System Using Inverses

Using reduced row echelon form to find the inverse of matrix

Steps for finding the inverse of a matrix of dimension nxn:

STEP 1: Form the augmented matrix A|In.

b9 |

STEP 2: Using row operations, write A|Inin reduced row echelon form.

STEP 3: If the resulting matrix is of the form Ix|B that is, if the identity matrix
appears on the left side of the bar, then B is the inverse of A. Otherwise, A has

no inverse.

Example:
Find the inverse of

I 1 2
A=|2 1 0
1 2 2
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Solution:

STEP 1 Since A is of dimension 3 X 3, use the identity matrix I;. The matrix [A|L] is

1
2
1

D e
SR
(==
o = O
- o O

STEP 2 Proceed to obtain the reduced row echelon form of this matrix:

1 1 2 1 0 0
to obtain 0 —1 —4|-2 1 0
0 1 0] —1 0

RZ - _2r1 + rz
R3 = _].TI -+ r3

Use

1 1 2 0 0
Use R, = —1In to obtain 0 1 4| 2 -1 0
0 1 0f—1 0 1
R 1ps + 1 0 —2|—1 1 0
= —1r r
Use _© 2 ! to obtain 0 1 4 2 -1 0
R3 —_— _1r2 + t‘3
0 —4| -3 1 1
1 0 —2| -1 1 0]
1 , 0 1 4 2 -1 0
Use R; = e to obtain 3 . .
00 1| = —= ——
i 4 4 4]
_ 1 | _
1 0 of = — ——
Ry = 2r+r 222
Use ! 3o to obtain 01 0|—1 0 1
Rz — _41'3 —+ rz
3 1 1
00 1| = —= —=
i 4 4 4|

The matrix [A|I5] is in reduce row echelon form.
STEP 3: Since the identity matrix /3 appears on the left side, the matrix appearing
on the right 1s the inverse. That is,

1 1 1]

2 2 2

A= -1 0 1
301 1

| 7 1 1
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H.W. Show that if A has inverse or not.
3 2

A= [ .
6 4

Solving Linear System AX=B Using Inverses
AX =B A has an inverse A,
A1(AX) = A'B Multiply both sides by A~".
(A_IA)X = A'B Apply the Associative Property on the left side.
I,X = A"'B Apply the Inverse Property: A"A =1,.
X = A"'B Apply the Identity Property: ,X = X.

Example:
Solve the system of equations:
x+ty+2z=1
2x + y =2
x+2y+2z=3
Solution:
1 1 2 x 1
A=|2 1 0| X=|y| B=|2
1 2 2 4 3
1 1 1]
2 2 2
Al=l-1 o 1
3o b 1
4 4 4
the solution X of the system 1s
X=A'B
11 1] - -
- - - 0
X 2 2 2|1
2
yl=]-1 0 1 =
z 3 1 1 ——
- —— —— 2
| 4 4 4 -

Therefore, S.S. = [(0,2,_?1)}.
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