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The Metric Spaces

Definition: Let X be a non-empty set and d:X x X—— R* be a mapping. We
say that, the ordered pair (X,d) is metric space if it is satisfying for all x, y
and z in X:

(1) d(x,y) 20 \

(2) d(x.y) = d(y.x)
(3) d(x,y) <d(x,z) +d(zy)  (triangular inequality) .
(4) d(x,y)=0 < x=y d(xy)

Remarks:- X

d(x,z)
(1) dis called metric mapping.

(2) d(x,y) = distance between x and y.

Definition:-

A mapping d: X x X—— R* is called a pseudo metric on X iff d satisfies
the conditions (1-3) in the above definition and (4") d(x,y) = 0, for different x,
y e X.

Remark:

Let a = (a1,a2,...,an) and b = (b1,by,...,b,) be two n-triple of complex
numbers then:
(1) Cauchy-Shwarz inequality

1 1
Elap<(Sfaf (2]
i=1 i=1 i=1
(2) Minkowskis inequality

1 1 1
Qizila; + byl P)r < BizqlaiP)r+ iz by [P)P, p = 1.

Examples:

(1) If X = R with d(x,y) = |x —y|, prove that (X,d) is metric space?
Proof: Letx,yandz e R

(1) d(x,y) = Ix—yl >0 (by absolute value)
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) dixy) = Ix—yl = [=(y=x)| = ly=x| =d(y,x) = d(x,y) = d(y,x)
3) dix,y) = Ix—yl = [x—z+z-y]
<|x-z| +|z-yl

=d(x,2) +d(z,y)
sodx,y) <d(x,2) +d(z,y)

4) d(x,y)=0 < [x—yl=0
< X-y=0 < x=y
Sodxy)=0 < x=y
By (1), (2), (3) and (4) = (X,d) is metric space.

(2) Describe metric space:
0 if x=y

Let X = ¢ and d:X x X— R > d(X,y) = .
1 if xzy

for all x, y in X,

Show that (X,d) metric space?
Proof:

(1) d(x,y) = Ix—yl =0 forall x,y € X (by def. of d)
(2) d(xy) =d(y.x) ?
If x=y=d(x,y) = 0 = d(y,x)

If XzYy= d(X,y): 1 = d(y,X)}: d(X,y):d(y,X)

(3) Letx, yand z € X. to prove d(x,y) <d(x,z) +d(z,y)
If x =y = d(x,y) = 0. Since d(x,z) > 0 and d(z,y) > 0 = d(x,y)< d(x,z)+d(z,y)
Ifx=y=d(X,y)=1andeitherx#y=#z or Xy,y=2
either d(x,y) =d(x,z) =d(z,y) =1
= d(x,y) <d(x,2) +d(zy)=1 < 1 + 1
or d(x,y) =d(x,z2) =1 and d(z,y) =0
= d(x,y) <d(x,z2)+d(zy)=1 < 1 + 0
Then condition (3) holds V x,y,z € X

(4) dxy) =0 < x=y
then (X,d) is metric space

26



(3) If X = R, d(x,y)=y/(X, = ¥,)* + (X, —¥,) where x = (x1.%2), y =
(y1,¥2) and z = (z1,z2). Prove that (X,d) is metric space?

Proof: Letx,yandz e R

(1) d(x,y)=\/(xl—yl)2 +(X, —Y,)* >0 ( by root function)
(2) d(x,y) =X, = ¥,)* + (X, — Y,)’

= J(= (¥, = X)) + (= (y; = X,))?

= (¥ = %) + (¥, = X,)’

=d(y,x)

= d(xy) = d(y.X)

(3) d(X,2) = (X, —2,)? + (X, — 2,)*
:\/(Xl_yl+yl_zl)2 +(X2 -Y +y2_22)2

S\/(Xl vy, +(X, —Y,)* + \/(y1 ~2,)° +(y, = 2,)? ) (by Minkowski's inequality)

=d(x,2) +d(zy)

(4) d(xy) =0 & (X, =y)* +(x, ~y,)* =0
g (Xl _y1)2 + (Xz _yz)2 =0
= (Xl_yl)z =0 & (x, _yz)2 =0
< X -Y,=0&X%,-y,=0
< X =Y, &X,=Y,
= X=(X1’X2)=(y11y2)=y
Sodxy)=0 < x=y
By (1), (2), (3) and (4) = (X,d) is metric space.

(4) Pseudo metric not metric space:
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Let d:X x X—s R > d(x,y) =Ix? — y?| V x, y in R. Show that (R,d) pseudo
metric space but not metric?

Proof: Letx,yandz e R

(1) d(x,y) = Ix2—y?| =0 (by def. of absolute value Asladll 4l

2) d(x,y) = [x2—y2| = [y2—x? | =d(y,x) = d(x.y) = d(y,x)
(3) d(x,y) = [x2—y?| = [x2— 22 + 22— y2|
< |x2-22 + [22-y?]

=d(x,z) + d(zy)

@) dxy)=Ix2—y?| =0 vx e R

. (R,d) pseudo metric space but not metric since:-

If dx,y)=0 = [x2—y2| =0 = x2=y2 » x=y VX, V.

"Xy 058 AV x =y a8 JgY) oallaial @lligh x2 = y? <y
I.e. when d(x,y) = 0 does not always implies x =y for example:-
d(1,-1) = [12— (-1)| =0 but1=—-1.

(R,d) not metric

Exercises:- Show the following are metric space?

(1) d:CxC — R, d(z,w) :\/(x —u)®+(y—V)® (usual distance), where
Z=X+1y,w=u +iv.
@d: I, —ly > d(xy) = VE2, (6 — )7

x=(x,%, ., Xp, . )and y = (¥4, ¥2, s Voo )y X, Vi ER,
i=12,..,n,.. .

(3) d:R3—— R3;d(x,y) = |x1—y1l + [x2—y2| + [ x3—ys| where x = (x1,%2,x3),
Yy = (Y1.Y2,Y3)-

(4) d:CxC — R; d(z,w) = max{|x—ul, ly—v|}.

B) If Xzpand V X, y,zin X, I d:XxX—> R >d(x,y) =0« x =y and
d(x,y) <d(x,z) + d(z,y). Show that (X,d) metric space.

(6) If (X,d) metric space, V X, y, z € X. Show that |d(x,z) — d(y,z)| < d(xy).
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(Needed in chapter 5 to prove d is continuous function)

Definition:

Let (X,d) be a metric space, S,T be two subset of X and p € X, then

- -
= < £
B -

(1) The distance between p and S is
d(p,S) = inf{d(p,x), x < S}

(2) The distance between Sand T is d(S,T) = inf{d(x,y),x € S,y € T}
(3) Diameter of S, 8(S) = sup{d(x,y): X,y € S}. Note that, 5(¢) = — <.
(4) Siscalled bounded if 3 u>0suchthatd(x,y) <M, VX,yeS.

I.e. 8(s) <M. If S is not bounded then it is called unbounded.

(5) The distance between two subsets Sand T of metric space X is
d(S,T) = inf{d(a,b),a eSand b € T}
But this d is pseudo metric not metric. If we take

S=(0,1)andT = (—1,0) thend(S,T) = 0 eventhough SNT = Q.

Properties: Let (X,d) be a metric space, S, T < X, show that:

(1) 8(S)=0 < S contains at the most one point.

(2) ScT = 58(S) <3(T).

3) USNAT=¢ = (SUT) <3(S) + d(T).

Without proof (1-3)

(4) 1d(x,8) —d(y,S)| <d(x,y) (Homework)

(5) Which is bounded, find &(S):-
(1)S={1-2,3,5} (2) S= {3 —~ine N} (3) S ={xeR: x is odd}
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(4) S={(xy):1<x<2,0<y<3} (5 S={3n:neN}
(6) S={(xy.2): (x+1)*+(y +2)* + 2= 10} (7) S={(xy): x <0}

Definition: Let (X,d) be a metric space, S — X, S is called a metric subspace
of X if (S, d) satisfies the conditions (1 — 4) in the definition of metric space.

Examples:

(1) Qis asubspace of R with the usual distance.

(2) S ={(x, y): x > 0} subspace of R? with usual distance.

Definition:
Let (X,d) be a metric space and x € X, r>0, then

(1) The set B(x,r) ={y € X: d(y,x) <r} is called ball with center x and radius
r

(2) The set D(x,r) = {y € X: d(y,x) < r} is called disk with center x and
radius r.

Examples: Describe the following set:

(1) In R with usual distance (i.e. d(x,y) = |x — yl, find B(x,r) & D(x,r).
Solution: B(x,r) = {y € X: d(y,x) <r}

={yeR:ly-rl<rt={yeRi-r<y<r}
x={ye Rix—r<y<x+r}=(X-rXx+r) open interval.
D(x,r) ={y € R:d(y,x) <r} =[x—rx+r] closed interval.

(2) In R with usual distance (i.e. d(x,y) = [x—yl, find B(-2,4) & D(0,10).
Solution: B(- 2,4) ={y € R:d(y,x) <r}

={y e R:d(y,— 2) <4}
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={yeR:ly+2|<4}={yeR:i—4<y+2<4}
={yeR:-4-2<y<4-2}={ye R:-6<y<2}
=(-6.2)

D(0,10) = {y € R: |y—0] <10} ={y € R: —10 <y < 10} = [ 10,10].

(3) In R? with usual distance, find B(x,r), D(x,r).
Solution: B(x,r) ={y € R% d(y,x) <r} N

:{(yyyz) e R® :\/(yl =) + (Y, =X,)" < I’} \\\"",/
:{(yl’yz) e R’ (y, _X1)2 +(Y, _X2)2 ) rZ}

= inside the circle with center x=(x1,X2) and radius =r

been) ={(y1,y2) eR* (Y, — %)+ (¥, = X,)" < r}
:{(yl’yZ) eR? :(yl _X1)2 + (yz _X2)2 < rz}

= on and inside the circle with center x and radius r

Exercise:- (Home Work) In R? with usual distance, find
B(x,3); x=(-2,-1) and D(0,4), O =(0,0).
Examples:

(1) In R?, d(x,y) = IX1— VY1l + Ix2 —y2l, find B(0,1), O = (0,0).
Solution: B(0,1) = {y « R% d(y,0) < 1}

={(yny2) € R% ly1 - 0] + |y, -0 <1}

={(yry2) € RZ |y:| + |y,| <1}

But |yi| + |y,| =1 this implies to the following four equations:
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= yity=1

yi—-y.=1
_yl+y2:]_
_yl_yZ:]_
@y +y.=1 (B)yi-y.=1
If =0 = y,=1 = (0,1) If =0 = y,=-1 = (0,-1)
If yp=0 = y1=1 = (1,0) If yo)=0 = y1=1 = (1,0
©)-y1ty2=1 (d)-yi-y2=1
|fy1:0:>y2:1:>(0,1) |fy1:O:>y2:—1:>(0,—1)

Ify:=0 = y1=-1= (-100 Ify.=0=y=-1= (-1,0)

N

WV

1 if x=zy
. , find B(0,1), B(0,2) and D(0,1).
0 if x=y

(2) In R?, d(x,y):{

Solution: B(0,1) = {y € R% d(y,x) < 1} = {y  R2: d(y,x) = 0} = {(0,0)}.
B(0,2) = {y € R?: d(y,x) < 2} = R2,

D(0,1) = {y e RZ d(y,x) <1} = R2
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Open Sets and Closed Sets

Definition: Let (X,d) be a metric space and S < X, S is called open set if ¥V
xeS, Ar>0>B(x,r) cS.

Examples:

(1) S=¢ open set.
Solution: Since if xe S = 3r>0 > B(x,r) =S

F =>F o T
T

(2) S=X open set.
Solution: Since all balls contains in X.

(3) Any open interval is open set.
Proof: Letx e S = x e (a,b)c(ab)=S r=min{|x-bl,|x—al}

— Sisopen set (x—rx+r)c(ab)
Note that an open set in R is not necessarily an open interval.
Example: LetS=(-2,-1)u (1,2)

LetxeS = xe(-2-1) or xe(l2) = xe(-2-1)cS or xe (1,2
S

= Sisopen set. But S is not open interval.

(4) In general, any ball is open set.
Proof: Let B(x,r) be any ball to prove B(x,r) open set.

i.e. Toprove Vy e B(x,r),3e>0 > B(y,t) < B(x,r)
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Let t=r—d(x,y)>0and z € B(y,t) = d(z,y) <t.
By triangular inequality
d(x,z) <d(x,y) + d(y,z)

<d(x,y) +t (since z € B(y,t) > d(y,z) <t)

—— -~
S

N ’
~o PRe
~~~~~~~~~

= z € B(x,r) = B(y,t) < B(x,r)
This is true for all y in B(x,r) by def. B(x,r) is open set.

(5) S ={x}, x € R not open set.
Proof: Since there is not open interval in S containing x and contained in S.
e, Vr>0 ABXr)=(XX-rx+r)cS.

(6) [a,b], [a,b), [a,0) and (- w0,b] are not open sets.
Proof: If S =[a,b], then Sis not open set, since

ifx=a = Vvr>0,B(ar)=(a-ra+r)z[ab].

(7) The intersection of any two open sets is open set.
"In general, the intersection of any finite family of open set is open set"

Proof: Let A = {Sk: Sk open set, k =1,2,...,k} to prove kr_wlsk IS open set.

Let X EwlSk = X € S, VKbutSkisopenset Vk = Ire>05B(Xr) <
Sk.

Let r = min{ry,ro,...,m} = B(X,r) < Sk VK

= B(x,r) c Elsk’ so by def. = 518'< IS open set.
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If this r is not suitable to make B(x,r) c lek , The fact that all sets Sk are open

Is always allowed to have an appropriate radius to make B(x,r) within the
intersection.

(8) Is the intersection of two balls also ball? (Homework)

©)

(10) The infinity intersection of open sets is not necessary open set.
:\A).IS.A‘LGJAMEJJ)AL\MA\A)M\ &_\L{:M\UAA\:\.\AJ:\Q RR ck\sq

1 1 :
Example: Letx € R, Sp=(X— —,x+ —) open interval, ¥V n
n n

n=1= S;=(XxX-1x+1)

n=2:>82:(x—1,x+£) Sy S
2 2 [ ([ ([ ( /
( ( | - X
3 = Se= (x-S x+ 1) R
n: : = - =, —
° 37 3

When n > = N;_; S, ={x}isnotopen set.
(11) The union of any family (finite or infinite) (countable or uncountable)
of open set is open set

Proof: Let (X, d) be a metric space

A = {S,: Sy is open subset of X, A € A}, to prove stis open set.
LetX e kk{\Sx = dheA >3 XeSu

Since Sy isopenset = I >0 > B(x,n) < Sy

= xeBXn)cSic HS% this is true for all x quSx

= S, IS open set.

(12) Prove that: S is open <> S = union of all balls. (Homework)

(13) The set of rationals is not open. (Homework)
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Definition: Let X be a non-empty set and t = family of subset of X. If T satisfy
the following

Q) X, ¢ er.
2 IfA,Bet = AnBer.
Q) If{Av Avet} = H\Ak € T.

Then the ordered pair (X,t) is called topological space.

Theorem (1): Every metric space is topological space.

Proof: Let (X,d) be a metric space and t = the family of all open subsets of
X, then:

(1) X, popensets = X, b € .
(2) S;,S2 et = S1,S, areopensets = Sy S;openset = SN S, € 1.
(3) If xe Sy, L € A = VA, S, opensubset of X = 'S, open subset of X

reA
= US, eT.

AeA
. (X,1) is topological space.
Remark: The converse of Theorem (1) is not true. [Go To Stage-4]
Definition:

Let d; and d, be two metric mappings on the set X. Then ds, d, are called
equivalent if every open set in (X,d;) is open in (X,d) and vice versa.

Example:

If X = R? d; = usual distance, d, = max{|x: — yil, Ix2—y.|} then d1, d,
are equivalent.

Definition: Let (X,d) be a metric space and S < X, S is called closed set if S°
Is open set where S¢ = X\S (complement of S).

Examples:

(1) S = Xiis closed set.
Proof: Since S¢=X°= ¢ open set.
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(2) S=¢is closed set.
Proof: Since S¢= ¢° = X open set.

(3) S=[a,b] or S=[a,0) or S=(-—oo,b] are closed sets in R.
Proof: If S=[ab] = S®=(-x,a) U (b,») open set = S is closed set.

(4) InR, S ={x} is closed set.
Proof: Since S¢= (- o0,X) U (X,0)
open open

= S°® isopen = Sis closed set.

(5) In general, any finite set in R is closed set.

Proof: Let S = {X1,X2,....xn} < R, to prove S is closed, i.e. to prove S° open
set.

$°= (-0, X) U (X1,X2) U ... U (Xn 1.%n)  (Xn,0)
open  open Q"

= SC isopen = Sisclosed set.

(6) S=N or S=7Z closed set.
Proof: S=N

St= (—a0,1) U (L2) U C')z (nn +1)
S¢open = S closed set.

S=7 (Home Work)

(7) S=Q or S=Q'not closed sets.
Proof: S=Q = S°®=Q'not open. Similarly, when S =Q".

(8) In any metric space X, if S is finite set, then S is closed set.
Proof: LetS={xi,Xs, ...,xn} < X T.p. Sisclosed set.

I.e. T.p. S®is open set
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Lety e S® = y=#x Vi = 3Ar=d(y,r) >0, Vi.
Let r =min{ry,ro,....n} = B(y,r)nS=4¢
= B(y,r) = S° thisistrue forally e S°

= S®isopen = Sclosed set.

(9) Every disk is closed set. (Homework)

(10) The union of finite number of closed sets is closed.

Proof: Let A={S;, Siclosed setin X,i=1,2,...,n}
T.p. _k_Jl Siis closed i.e. T.p. (Ef Si)¢ is open set.

Since Sjisclosed, Vi = (S)°isopen Vi

= _anl(Si)C open de gana ()5S Aa idall e ganall (e alie 22e adals)
(4= e
= (Qi Si)¢ open [(QJ1 S))° = é s]

n
= _Li S; is closed
1=

(11) The infinite union of closed sets is not necessary closed.

For Example: S,, = [ ] n € N. S, closed intervals. Is u Sn closed?

n+1’

If n=1 = S [—11}
2 2
ifn=2 = S, = {—22}
3 3
E}
4

’
) eee

if n=3 = S, = [73
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n

. *tn n
When n—> o = lim——=Iim
nbon4+1 nooN 1
7+7
n n

+

=5l = an =(-1,1) open set.

(12) The infinite intersection of closed sets is closed. (Homework)

Accumulation Points

Definition: Let X be a metric space and ScX, peX, p is called an
accumulation point of S if every open set contain p, contains another point q
3p#0.q €S

l.e. p isacc. Pointof Sif Vv U, U open set, p € U then U\{p} n S # ¢.
Remark:

(1) Since every open set = union balls, then we can define acc. Point as
following:

p is acc. Pointof Sif V r>0,B(p,N\{p} " S# ¢

(2) S' =the set of all acc. Point of S = derived set.
(3) S =theclosureof S, S =SuUS.

(4) pis not acc. point, if 3 U, U opensetand p € U > U\{p} n S = ¢.
or 3 r>0 > B(p,)\{p}~S=¢.

Examples:

(1) IfS={1,3}, findS'and S .
Solution: To find S', there are some cases: x =1, x=3,x<1,x>3,1<x<3

If x=1 = Xxisnotacc. pointsince 3 r> 0> B(X, )\{x}S=¢, then r=1
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= B(1,1)\{1}{1,3} = (0,2)\{1}{1,3} = ¢.

If x=3 = Xxisnotacc. pointsince 3 r> 0> B(X, )\{x}S=¢, then r=1
= B(3,1)\{3}{1,3} = (2,4)\{3}{1,3} = ¢.

If Xx<1 = Xxarenotacc. pointsince x € (x—1,1)and (x—1,1) n S = ¢.
If x>3 = Xxarenotacc. pointssince X € (3,x+1)and (3,x +1) " S =¢.
If 1 < x <3 arenot acc. point since x € (1,3) and (1,3) n' S = ¢.

.. Shas no acc. point = S'=¢.

S=SuS'=Su¢$=S.

@15 ={,n=1,2,...} prove that §' = {0}.

Proof: Sz{l%%} T.p. x=01s acc. point.

vr>00eBOnN=(-rr)=0e(rrn Tp.rN{0}nS=¢

" r>0 = byArch.Prop. 3 neN>nr>1

i<r:>0<£<r:>—r<0<£<r:> ie(—r,r)
n n n n

= (-r,N\{0}"S=¢ = x=0 isacc. point.

Now, T.p. if x# 0 = xis not acc. point.

LetxeS = dneN > X:E
n

" n-1<n<n+l1

1 1
= << —
n+1 n n

1
-1

1 1 1
= —e| ——,——
n n+1 n-1
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- (_l_n_i_]\{i}(wsz¢
n+l1 n-1 n

= V n, 1 IS not acc. point
n

-

1 1
X,——<X<—
n+1 n

Letx ¢ S 1x>1 are not acc. point.
x<0

. S ={0}.

(3) IfS=(ab), find S".
Solution: If x=a = xisacc. point,since Vr>0,aeB(ar=(@-ra+r)
and B(a,rn)\{a}nS = ¢.

If x=b = xis acc. point since ¥ r >0, b € B(b,r) = (b —r,b +r) and
B(b,n\{b}(a,b) = ¢.

Ifa<x<b = xareacc. points since V r >0, x € B(x,ry) = (X -rx +r) and
BX,N{X}S=¢ ie (x—rx+nN\{x}n(ab)=o.

If x<a = xare notacc. pointssincex e (x—1,a) and (x—1,8) nS = ¢.

If x>b = xare not acc. points since X € (b,x +1) and (b,x +1) n (a,b) =

0.
. S=[ab] = S =SuUS =[ab]

(4) Prove that S=[ab] = S. (Homework)

Theorem (2): Let X be a metric space, S — X, then:

(1) Sisclosed set < S'c S.
(2) S is closed set.

(3) S=S < Sclosed set.
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(4) If Fis closed set, S — F, then S —F.

(5) S is smallest closed set contains S.

Proof: (1) = let Siis closed set and let x is accumulation of S= x € S'. To
prove that x € S.

Suppose that x ¢ S = x € X\S = S€. Since S is closed = S¢ is open and
x€S¢ =3Ir>03B(x,r)cS°=>SNB(x,r) #® = C! (since x is
accumulation point of S). So, x € S.

Conversely,<. Suppose that S’ c S to prove Sis closed. We must prove
that S¢is open set.

Forx € S = 3r > 03 B(x,r) c S°sinceS'cS=x ¢ S' = e >
0 suchthat B(x,&)\{x} NS =@ orsincex € S = B(x,e)NS=0 =
B(x,e) € S€ Then S€ is open set. So, S is closed.

Parts 2-5 exercise.

Separable spaces
Definition: A subset S of a metric space X is called dense if S = X.

Example: Prove that Q=R (i.e. Q dense set in R).

Proof: for any p € R = Ve > 0,theball B(p,¢) = (p — &,p + €) contains
infinitly rationals = B(p,&)\{p} N Q # @ =p is acumuldtion. =p € Q=
R = Q.

Examples

1- Let K={(x1,X2)eR: X< 0 }. Find K.

2- Let X be a metric space and G be a finite subset of X, prove that G'=9.

3- Let S be a subset of a metric space X andx € X. Show that

d(x,S) =0 ©x€S.

Definition: a metric space X is called separable if there is a dense countable
sub set S of X.

Examples

1- R is separable metric space. Since Q is countable dense subset of R.
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2- Let S=[a,b] with usual metric of on R, then S is separable metric space.
3- Is R? separable??
4- Show that C is separable space. . . Hint: take S={w=p+iq: p, geQ}.

Note that: Postpone the example of the non-separable space. [Go to MSc].

Compact Spaces

Definition: Let (X,d) be a metric space, ¢ # S < X, if the set {U,, U;. open set,
A € A} is a family of open subsets of X such that S ¢ Y U, then the family

{U..} is called open cover for S in X.

* |If the family {U,} is finite and S Y U, , then {U.} is called finite cover.
* Let {U,}, {Up} be two open covers for S and U, € {Ug} V A then {U,} is
called subcover for {Ug}.

Definition:

Let S be a subset of a metric space (X,d), S is called compact set if every
open cover for S in X has a finite subcover.

Examples:

(1) Every finite subset S of a metric space (X,d) is compact set.
Proof: LetS = {Xy,Xs,....X,} to prove that S is compact set

Let A={Va:VaicX, Vaisopen} be an open cover for S = Sc U Va
= VXj € Swe getxj € UV = 3V € Asuch thatx; € Vai. Then Sc UL, Vy;

= {Vai:i=1,2,..,n} is finite open subcover for S from A = S is compact.
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(2) R is not compact since there is an open cover for R which has no finite

subcover for R, for example:

A={(hn+1):ne Z}u{(n—%,n+ %):n e/}
1 1
= Rg[nkeJZ(n,n+1)]U[ngZ(n—§,n+ 5)]

= A'is open cover for R and A has no finite subcover since if we cancel any
open interval from A, then some reals will be out.

I.e. if we cancel (- %%) then O will be out A.

: 1 1 11

le. RE[uhn+D]juluin—-=,n+ )]\ (- =,2).
E [V ( )][(2 2)](22)

(3) Any open interval S = (a,b) is not compact.

Proof: We prove for a special case when S = (0,1).

LetA={A=(L2:neN={12), (12,2 2.1
n 2 3
A= (1,2), A = (%,2) .andAjcAyc Az ...

To prove that A is open cover for S. i.e. Sc 61 (3,2)
=l

Let re S=(0,1) = 0<r<1,r>0 — by Arch.prop.

dkeN > %<r = re(%,Z)ZAkc 61(3,2) = A is open cover for S.
=l °n

To prove that A has no finite subcover for S

Suppose that A has a finite subcover for S, {A1,As,...,An}

eS and
m+1 m+1

Cs

= Sc UA =A, :(i,Z) but
m

eA

1 m
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= A has no finite subcover forS = S is not compact.

(4) Any closed interval S = [a,b] is compact. (Exercise)

Theorem (3): (Bolzano-Weierstrass Theorem)

In compact space X, every infinite subset S of X has at least one
accumulation point.

Proof: Suppose that S has no acc. point.

= S'=¢p = S'cS = Sisclosed (by Th.(3))

= X\S =S¢ is open set.

SinceS'=¢ = V x € S, xisnotacc. point (by def. of acc. point)
= VXxeS,FUcopenset > x e Uyand Uy N S = {X}

= X=Sv (uSUX) = S°U {Uy; X € S} is open cover for X.
But X is compact space = there is a finite subcover for X.

X1, X2, ..., Xp € S> Xzch(_K_.{Uxi)

= suS=sU(UU,) [X=SU S

= Sc Q{UXi [since S N S¢ = ¢]

= S={X1, X, ..., Xn} [since U, nS={xi} V i}
= Sisfiniteset C! [since S is infinite set]

.. S has at least one acc. point.

Theorem (4): In compact metric space, every closed subset is compact.
Proof: Let X be a compact metric space, and S be subset of X = S¢is open.

T.p. S is compact.
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Let A={Vu: Varisopensetin X,V A € A} be open coverforS = Sc H\Vﬂ

since X=S U S°c (AUAV;L) w S¢, but S°is open set
= ﬁuAVlu S¢is open cover for X.

Since X is compact set = there exists a finite number A1, Ao,..., A, such that

X=SCu(gVii)sinceSmSC=¢ = Sc .\_Jle. = A has a finite subcover

V..V, V, }forS = Sis compact.

Theorem (5): Let (X,d) be a metric space, S ¢ X. If Sis compact, then S is
closed.

Proof: Suppose that S is not closed set

= S'¢S [Sisclosed < S'c S]

— dx e S and x ¢ S.

= VneN, B(x,l)\{x}ms 0 = D(x,l)\{x}ms # ¢.
n n
1 1
Let V,=[D(x,=)]°=X\D(x,—),ne N
n n
= V, isopenset vV n [since D(x,l) Is closed set]
n

LetD= A D(x 1) = {x}
neN n
Since[if 7y e D and y =x = d(x,y) >0

by Arch. Prop. = 7k e N 5> kd(xy)>1 = % < d(xy)

—Y e‘B(x,%) —Y zD(X,%) ——> D ={x}]
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. SSX\XF=X\D =X\ D(x,2)
nNe n
1
=X{D(x,1) "D(x, ) ...}
1
= X\D(x,1) U X\D(x, ) U ...

= U X\D(x,l) = U V.
n neN

neN
. Sc qun = {Vn: n € N} is open cover for S.

n

But S is compact set = 3 finite number vy, Vo, ...,Vh 3 S E{Vi

— Sc i\z{(X\D(x,%)) = SmD(x,%)=¢ CI

=X eS = Sisclosed set.

Theorem (6): Let (X,d) be a metric space, S ¢ X. If S is compact, then S is
bounded.

Proof: Let a € X, defined B(a,n) open balls,n € N
= B(a,1) < B(a,2) < ...

=>VxeS IneN > xeB(@n = Sc o B(a,n)
= {B(a,n)} open cover for S

But S is compact = {B(a,n), n € N} has finite subcover for S

{B(@1),B@2). ... B@n} = Sc U B(ak)

" B(a, 1) cB(a,2) c...cB(a,n) = Sc B(a,n) = Sisbounded set.
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Theorem (7): If {l,: neN} be a family of closed bounded nested intervals such
that I, =[an, bn] D[an+1, bne1]=lns1 then Np—; I, #= 0.

Proof: let A={a,: n=1, 2, ...} and B={by: n=1, 2, ...}.
Since for any m>n, [an, bn] D[am, bm] = an< bn< an< by, Vn, m.

= for any n.m, we get an< b, = A is bounded above by any element belongs
to B = A has sup, say X, (by completeness axiom). a, <X, vn.

AISO, X< bn, vn. = XE[ an,, bn]= In y vn = Xeﬂ;.{;l In'

Theorem (8): Hien-Borel Theorem

Any closed bounded subset of R", n=1, is compact set.

Proof: (prove in R)

Let S closed bounded subset of R, to prove S is compact?

Since S is bounded then there is a closed interval [a,b] such that SC[a,b].

Then (by Theorem 4) S is compact. [any closed subset of compact is compact.

Theorem (9) Hien-Borel Theorem in R2,

Proof: we need prove that the product of two closed intervals [a,b] X [c,d] is
compact set. Complete similar to proof of Theorem (8).
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