
Derivative] 4[ 

     Let 𝑓 be a function whose domain of definition contains a 

neighborhood |𝑧 − 𝑧0| < 𝜖 of a point 𝑧0. The derivative of 𝑓 at 𝑧0 is 

the limit 

𝑓′(𝑧0) = lim
𝑧→𝑧0

𝑓(𝑧) − 𝑓(𝑧0)

𝑧 − 𝑧0
 

And the function 𝑓 is said to be differentiable at 𝑧0 when 

𝑓′(𝑧0) exists. If ∆𝑧 = 𝑧 − 𝑧0, then  ∆𝑧 → 0 when 𝑧 → 𝑧0. Thus  

𝑓′(𝑧0) = lim
∆𝑧→0

𝑓(𝑧0 + ∆𝑧) − 𝑓(𝑧0)

∆ 𝑧
 

. 𝑧0is continuous at 𝑓 then,  𝑧0is differentiable at 𝑓 If  Theorem: 

:Differentiation Formulas 

     In the following formulas, the derivative of a function 𝑓 at a 

point 𝑧0 is denoted by either  
𝑑

𝑑𝑧
𝑓(𝑧) or 𝑓′(𝑧0). 

1. 
𝑑

𝑑𝑧
 𝑐 = 0, 𝑐 is constant 

2. 
𝑑

𝑑𝑧
 𝑧 = 1 

3. 
𝑑

𝑑𝑧
 (𝑐 𝑓(𝑧)) = 𝑐 𝑓 ′(𝑧) 

4. 
𝑑

𝑑𝑧
 [𝑓 + 𝑔] =

𝑑

𝑑𝑧
 𝑓 +

𝑑

𝑑𝑧
 𝑔 = 𝑓 ′ + 𝑔′ 

5. 
𝑑

𝑑𝑧
 [𝑓. 𝑔] = 𝑓. 𝑔′ + 𝑔. 𝑓 ′ 

6.  
𝑑

𝑑𝑧
[

𝑓

𝑔
] =

𝑔.𝑓′−𝑓.𝑔′

𝑔2  , 𝑔 ≠ 0 

7. 
𝑑

𝑑𝑧
 (𝑧𝑛) = 𝑛 𝑧𝑛−1 

8. (𝑔𝑜𝑓)′(𝑧0) = 𝑔′(𝑓(𝑧0)) . 𝑓′(𝑧0) 



𝑑𝑊

𝑑𝑧
= then,  𝑊 = 𝑔(𝑤)and  𝑤 = 𝑓(𝑧) (The Chain rule) If Note:

𝑑𝑊

𝑑𝑤
 .

𝑑𝑤

𝑑𝑧
       

𝑓(𝑧) = (2𝑧2 + 𝑖)5 Find the derivative of  Example: 

𝑊 = 𝑤5 𝑡ℎ𝑒𝑛:  and 𝑤 = 2𝑧2 + 𝑖 write  :Solution 

𝑑

𝑑𝑧
 (2𝑧2 + 𝑖)5 = 5𝑤4. 4𝑧 = 20 𝑧(2𝑧2 + 𝑖)4  

𝒇′(𝒛) 𝒘𝒉𝒆𝒓𝒆 𝒇(𝒛) = 𝒛𝟐 Find  Examples: 

:Solution 

𝑓′(𝑧) = 2𝑧 

E)-R-Riemann Equations (C –Cauchy ] 5[  

exists  𝑓 ′(𝑧) and 𝑓(𝑧) = 𝑢(𝑥, 𝑦) + 𝑖𝑣(𝑥, 𝑦) Suppose that  Theorem:

at a point 𝑧0 = 𝑥0 + 𝑖𝑦0. Then the first-order partial derivatives of u 

and v must exist at (𝑥0, 𝑦0), and they must satisfy the Cauchy-

Riemann equations 

𝑢𝑥 = 𝑣𝑦 , 𝑢𝑦 = −𝑣𝑥 

There is also 𝑓′(𝑧0) =  𝑢𝑥 + 𝑖𝑣𝑥 

Where these partial derivatives are to be evaluated at (𝑥0, 𝑦0). 

:Note 

  1. 𝑓′(𝑧) =  𝑢𝑥 + 𝑖𝑣𝑥  or 𝑓′(𝑧) =  𝑢𝑦 − 𝑖𝑣𝑦 .  

2. If 𝑓′(𝑧) exists then C-R-Eq. are satisfied, but the converse is 

not true.   

The converse of the above theorem is not necessary true.   

𝒇(𝒛) = 𝒛𝟐 = 𝒙𝟐 − 𝒚𝟐 + 𝟐 𝒊𝒙𝒚 :Example 

 :Solution 

 

𝑢(𝑥, 𝑦) = 𝑥2 − 𝑦2 →  𝑢𝑥 = 2x 



 𝑣(𝑥, 𝑦) = 2𝑥𝑦       →  𝑣𝑦 = 2𝑥        

→ 𝑢𝑥 = 𝑣𝑦 

𝑢𝑦 = −2y ,   𝑣𝑥 = 2𝑦  

→ 𝑢𝑦 = −𝑣𝑥 

∴ 𝑓′(z) = 𝑢𝑥 + 𝑖𝑣𝑥 = 2𝑥 + 𝑖2𝑦 = 2(𝑥 + 𝑖𝑦) = 2𝑧 

𝒇(𝒛) = �̅� = 𝒙 − 𝒊𝒚 :Example 

  :Solution 

 𝑢(𝑥, 𝑦) = 𝑥   →  𝑢𝑥 = 1 

𝑣(𝑥, 𝑦) = −𝑦 →  𝑣𝑦 = −1 

∴ 𝑢𝑥 ≠ 𝑣𝑦 → 𝑓 is not differentiable at 𝑧. 

necessary and sufficient The following theorem gives a  Note:

condition to satisfy the converse of the previous theorem.  

and,   𝑓(𝑧) = 𝑢(𝑥, 𝑦) + 𝑖𝑣(𝑥, 𝑦)Let  Theorem: 

1. 𝑢, 𝑣, 𝑢𝑥, 𝑣𝑥, 𝑢𝑦, 𝑣𝑦 are continuous at 𝑁𝜖(𝑧0) 

2. 𝑢𝑥 = 𝑣𝑦 , 𝑢𝑦 = −𝑣𝑥 

Then 𝑓 is differentiable at 𝑧0 and  

𝑓′(𝑧0) =  𝑢𝑥 + 𝑖𝑣𝑥   

                                            𝑓′(𝑧0) =  𝑣𝑦 − 𝑖𝑢𝑦 

𝒇(𝒛) = 𝒆−𝒚 𝐜𝐨𝐬 𝒙 + Show that the function Example:

𝒊 𝒆−𝒚 𝐬𝐢𝐧 𝒙 

Is differentiable 𝒛 for all and find its derivative. 

:ionSolut 

Let  𝑢(𝑥, 𝑦) = 𝑒−𝑦 cos 𝑥 

→ 𝑢𝑥 = −𝑒−𝑦 sin 𝑥  



     𝑢𝑦 = −𝑒−𝑦 cos 𝑥  

𝑣(𝑥, 𝑦) =  𝑒−𝑦 sin 𝑥  

→ 𝑣𝑥 = 𝑒−𝑦 cos 𝑥  

     𝑣𝑦 = −𝑒−𝑦 sin 𝑥  

1. 𝑢𝑥 = 𝑣𝑦  and  𝑢𝑦 = −𝑣𝑥 

2. 𝑢, 𝑣, 𝑢𝑥 , 𝑣𝑥, 𝑢𝑦 , 𝑣𝑦 are continuous 

Then 𝑓′(𝑧) exist. To find 𝑓′(𝑧) =  𝑢𝑥 + 𝑖𝑣𝑥   

𝑓′(𝑧) =  𝑢𝑥 + 𝑖𝑣𝑥 =  −𝑒−𝑦 sin 𝑥 + 𝑖𝑒−𝑦 cos 𝑥  

 =  𝑒−𝑦(𝑖 cos 𝑥 − sin 𝑥) 

=  𝑖𝑒−𝑦(cos 𝑥 + 𝑖 sin 𝑥) 

=  𝑖𝑒−𝑦𝑒𝑖𝑥 

=  𝑖𝑒𝑖 𝑥−𝑦 

=  𝑖𝑒𝑖(𝑥+𝑖𝑦) 

=  𝑖𝑒𝑖𝑧 

Riemann Equations –Cauchy  Polar Coordinates of] 6[  

     Let 𝑓(𝑧) = 𝑢(𝑟, 𝜃) + 𝑖𝑣(𝑟, 𝜃), then Cauchy-Riemann equations 

are: 

𝑢𝑟 =
1

𝑟
𝑣𝜃 , 𝑢𝜃 = −𝑟 𝑣𝑟 and  𝑓′(𝑧0) = 𝑒−𝑖𝜃(𝑢𝑟 + 𝑖 𝑣𝑟). 

R equations to show that the functions-Use C Example: 

1. 𝒇(𝒛) = |𝒛|𝟐 

2. 𝒇(𝒛) = 𝒛 − �̅� 

are not differentiable at any nonzero point.  

:Solution 

1. |𝑧|2 = 𝑥2 + 𝑦2 



𝑢(𝑥, 𝑦) = 𝑥2 + 𝑦2  ,    𝑣(𝑥, 𝑦) = 0  

        𝑢𝑥 = 2x            ,             𝑣𝑥 = 0 

        𝑢𝑦 = 2𝑦           ,             𝑣𝑦 = 2𝑥        

C-R equations are not satisfied, therefore 𝑓′ is not exist.  

2. 𝑧 − 𝑧̅ = (𝑥 + 𝑖𝑦) − (𝑥 − 𝑖𝑦) 

               = 𝑥 + 𝑖𝑦 − 𝑥 + 𝑖𝑦 

               = 2𝑦 𝑖 

𝑢(𝑥, 𝑦) = 0            ,    𝑣(𝑥, 𝑦) = 2𝑦  

        𝑢𝑥 = 0            ,             𝑣𝑥 = 0 

        𝑢𝑦 = 0            ,             𝑣𝑦 = 2 

C-R equations are not satisfied, hence 𝑓′ is not exist.  

 𝒇′′(𝒛) and 𝒇′(𝒛) R equations to show that-Use C :Example

are exist everywhere 𝒇(𝒛) = 𝒛𝟑 

:Solution  

𝑓(𝑧) = 𝑧3 = (𝑥 + 𝑖𝑦)3 

                   = 𝑥3 + 3𝑥2𝑖𝑦 + 3𝑥(𝑖𝑦)2 + (𝑖𝑦)3 

                   = 𝑥3 + 3𝑖 𝑥2𝑦 − 3𝑥𝑦2 − 𝑖𝑦3 

                   = 𝑥3 − 3𝑥𝑦2 + 𝑖 (3𝑥2𝑦 − 𝑦3) 

𝑢(𝑥, 𝑦) = 𝑥3 − 3𝑥𝑦2 → 𝑢𝑥 = 3𝑥2 − 3𝑦2 

                                          𝑢𝑦 = −6𝑥𝑦 

𝑣(𝑥, 𝑦) = 3𝑥2𝑦 − 𝑦3 → 𝑣𝑥 = 6𝑥𝑦 

                                          𝑣𝑦 = 3𝑥2 − 3𝑦2 

∴ 𝑢𝑥 = 𝑣𝑦  , 𝑢𝑦 = −𝑣𝑥 

∴ C-R equations are satisfied 



𝑓′(𝑧) =  𝑢𝑥 + 𝑖𝑣𝑥 

          =  3𝑥2 − 3𝑦2 + 𝑖 6𝑥𝑦 

          = 3(𝑥2 + 𝑖2𝑦2 + 2𝑖 𝑥𝑦) = 3(𝑥 + 𝑖𝑦)2 = 3𝑧2  

𝑓′′(𝑧) =  𝑢𝑥
′ + 𝑖𝑣𝑥

′  

           =  6𝑥 + 𝑖 6𝑦 

           = 6(𝑥 + 𝑖𝑦) 

           = 6𝑧 

in polar form and then  𝒇 write,  𝒇(𝒛) = 𝒛𝟑Let  Example:

find 𝒇′(𝐳) 

𝑓(𝑧) = 𝑧3 = (𝑟𝑒𝑖𝜃)
3

= 𝑟3𝑒3𝑖𝜃: Solution 

                                                       = 𝑟3 cos 3𝜃 + 𝑖 𝑟3 sin 3𝜃 

𝑢(𝑟, 𝜃) = 𝑟3 cos 3𝜃 → 𝑢𝑟 = 3𝑟2 cos 3𝜃 

                                       𝑢𝜃 = −3𝑟3 sin 3𝜃 

𝑣(𝑟, 𝜃) = 𝑟3 sin 3𝜃  → 𝑣𝑟 = 3𝑟2 sin 3𝜃 

                                       𝑣𝜃 = 3𝑟3 cos 3𝜃  

Now, 𝑢𝑟 =
1

𝑟
 𝑣𝜃 ,   𝑢𝜃 = −𝑟𝑣𝑟  

𝑓′(𝑧) = 𝑒−𝑖𝜃[𝑢𝑟 + 𝑖 𝑣𝑟]  

= 𝑒−𝑖𝜃[3𝑟2 cos 3𝜃 + 𝑖3𝑟2 sin 3𝜃]    

= 3𝑟2𝑒−𝑖𝜃[cos 3𝜃 + 𝑖 sin 3𝜃]  

= 3𝑟2𝑒−𝑖𝜃𝑒3𝜃𝑖   

  Analytic Functions] 7[ 

: Definition 

    A function 𝑓 is said to be analytic at 𝑧0 if 𝑓′(𝑧0) exists and 𝑓′(𝑧) 

exists at each point 𝑧 in the same neighborhood of 𝑧0.  



. 𝑅if it is analytic at every point in 𝑅 is analytic in a region  𝑓 :Note 

: Definition 

    If  𝑓 is analytic at each point in the entire plane, then we say that 

 𝑓 is an entire function. 

.is an entire function since it is a polynomial   𝑓(𝑧) = 𝑧2 ,:Example 

is analytic at every point in the same  𝑓  If    Definition: 

neighborhood of 𝑧0 but 𝑓 is not analytic at 𝑧0, then 𝑧0 is called 

singular point 

𝑓′(𝑧) =
−1

𝑧2
 (𝑧 ≠ 0) then  Let  𝑓(𝑧) =

1

𝑧
 ,:Example 

Then 𝑓 is not analytic at 𝑧0 = 0, which is a singular point. 

R -Cand  𝐷 is continuous through 𝑓 then 𝐷, is analytic in  If 𝑓 :Note

equations are satisfied. 

R -Care that  ℝ be analytic in 𝑓 A sufficient conditions that  :Note

equations are satisfied and 𝑢𝑥 , 𝑣𝑥, 𝑢𝑦 , 𝑣𝑦 are continuous in ℝ. 

Harmonic Functions] 8[ 

: Definition 

    A function ℎ of two variables x and y is said to be harmonic  in 𝐷 

if the first partial derivatives are continuous in 𝐷 and  ℎ𝑥𝑥 + ℎ𝑦𝑦 =

0    (Laplace equation) 

 

is harmonic in  𝒖(𝒙, 𝒚) = 𝟐𝒙(𝟏 − 𝒚) Show that :Example

some domain 𝑫. 

: Solution 

𝑢𝑥 = 2(1 − 𝑦) → 𝑢𝑥𝑥 = 0 

𝑢𝑦 = −2𝑥        → 𝑢𝑦𝑦 = 0   

∴ 𝑢𝑥𝑥 + 𝑢𝑦𝑦 = 0  



Since 𝑢, 𝑢𝑥, 𝑢𝑦 are continuous and satisfied Laplace equation then 

the function is harmonic. 

 

 


