Example: Use Gauss-Jordan method to solve the following linear system:

2x] —2xy) +x3 =3
33X +xp —x3=7
X1 —3x; +2x3=0

Solution: Write the augmented matrix and follow the steps indicated at the right to

produce a reduced form.

Need a 1 here.
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Step 1: Choose the
leftmost nonzero column
and get a 1 at the top.

Step 2: Use multiples of
the row containing the 1
from step 1 to get zeros in
all remaining places in the
column containing this 1.

Step 3: Repeat step 1 with
the submatrix formed by
(mentally) deleting the

top (shaded) row.
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1 :3 2 0| 3R,+R,—R, Step 4: Repeat step 2 with
' the entire matrix.
\_ Need 0's here. |~ 0 1 —0.7 0.7
:
0 4 3 3] (-4R,+R;—R;
|1 0 -01 2.1 Step 3: Repeat step 1 with
;“’ Needa1here. |~|0 1 —-07 0.7 the submatrix formed by
~— (mentally) deleting the top
~_ 0 0 :O.Z 0.2] (-5)R;—R; two (shaded) rows.

“‘-\TO_I 2.1 0.1R, +R, =R,  Step 4:_ Repeat_step 2 with
the entire matrix.
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. NeedOshere. |~|0 1 —0.7 | 07| 07R.+R,—R,
' 0

0 1 -1
1 0 0 2 The matrix is now in
reduced form, and we can
~|0 1 0 0 proceed to solve the
0 0 11 =1 corresponding reduced
system.

The system which has the above augmented matrix 1s
x1+0+0=2
0O+x,+0=0
0+0 +x;=-1

Therefore, S.S.= {(2,0,—1)}.

Example: Use Gauss-Jordan method to solve the following linear system:
2x) —4x, + x3 = —4
4x, —8xy +7x3 =2
—2x1 +4x, —3x3 =5

Solution:
2 —4 1| —4 o R 1 =2 052
4 -8 7 2 4 -8 7 2
-2 4 -3 5] (o get 1 in upper left comen) | —2 4 -3 5
(-4R,+R,—R, |1 —2 05|-2 - 1 =2 05/|-=2
I 0 0 35|10 0o 0 1! 2

2Ry + R3 — R3 0 0 -2 1 0 0 =2 1
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(-05R:+Ri =Ry |1 =2 0] -3
— 0 1 2
2R> + Rz — R3 0 0 0 5

We stop the Gauss—Jordan elimination, even though the matrix is not in

reduced form, since the last row produces a contradiction. The system is
Inconsistent and has no solution.

Example: Use Gauss-Jordan method to solve the following linear system:

3x; + 6x, —9x3 = 15
2x1 +4x, — 6x3 =10
—2x1 — 3x3 + 4x3 = —6

Solution:
36 79 lroesr. [ 1 2 =3 5
2 4 -6 ] »| 2 4 —6| 10
—2 3 4 -2 -3 4l-6
(=2)Ry +R.e»R> [ 1 2 =315 1 2 =315
2Ry +Rae»Rs {0 0 0|0 Roeshs 0 1 —214
> 01 —-21|4 o o 0olo
~2R,+RyesR, |1 0 LT
-' 01 2| 4
Lo oo ol o0

This matrix is now i reduced form. Write the corresponding reduced system and
solve.

X +0+x3=—-3 =>x;=—-x3—3
O+xy) —2x3=4 =x,=2x3+4
This dependent system has an infinite number of solutions. We will use a
parameter to represent all the solutions.

X3 =t
x2=2t+4~
xl—_t_3

Where t € R. Therefore, S.S.= {(—t — 3,2t + 4,t)|t € R}.
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Example: Use Gauss-Jordan method to solve the following linear system:

\|+2\')+41}+ X4 — Xg = |
2x1 +4x> + 8x3 + 3x54 —4x5 = 2
X1+ 3% + Txg + 3xs = —2
Solution:
1 2 41 =1 T|-mm4ie 1 24 1 =7] 1
2 4 83 4| 2| (-0R+Rse>Rs |0 0 0 1 -2| 0
L1370 312 1013 -1 4|-3
124 1 -1] 17, 10 =2 3 —9| 7
~9R, + R, - R,
Ry < Ry 013 -1 af-3| TETRIRG 5 4]
»0 00 1 -2/ 0 "loo 0o 1 -2] 0
(=3)R; + Ry «» R, 1 0 -2 0 -3 7
R +Ryer Ry 01 30 2|3
» 10 0 0o 1 -2 0

This matrix 1s in reduce row echelon form. Write the corresponding reduced
system and solve.

X - 2,‘{'3 - 3.1"5 = 7
X2 + 3.1'3 + .2.1'5 = —3
Xgq — 2.‘('5 = 0

Solve for the leftmost variables x;, x5, and x4 in terms of the remaining variables
X3 and Xs:

X = 2.Y3 + 3X5 + 7
Xy = _3);'3 — X5 — 3
X4 = 23(’5

If we let x3 = sand x5 = t, then for any real numbers s and ¢,
X, =28 +3t+7
X, = —3s — 2t — 3

X3 = 8§
Xg = 2t
Xs =1

S.S.={(2s+3t+7,—-3s — 2t — 3,5,2t,t)|s,t € R}.
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H.W.

2 + 6y — =z = 4 x+2y—4dz = —4
S — 2 — 2z = 1 br—3y—Tz = 6
50 + 9y — 2z = 12 3r—2y +38z = 11

(2.3) Solving Linear System by Cramer’s Rule (determinant)
This method can be used only for square matrix and computationally
inefficient for n>4.

X1

Let AX = B be an n X n linear system, where X = . Then the Cramer’s

x.nr
rule 1s as follows:
If |A| # 0, then

4]

—,1=12,n

X; = 1=
LA
where A; 1s the matrix obtained from A by replacing the ith column by B.
If n = 3 then Cramer’s rule as follows:

Given the system

(1][.\'+ff|3_‘.’+ﬂ]3z:k[ ap a1 dpa
c13|.‘€ + ffgll' + HZBZ = l\,j_ \Vith D= [7.2| (233 (123 #= 0
az1x + azy + azz = k} az) diz» dxz
then
ki an ap an ki ap ap apz ki
ky ax a ay, ky ax ayy axn k
ky a3 ass ayy ki as; ay; asy ki
X = _1»‘ = I =
D : D D
Example:
Solve using Cramer’s rule:
X + ) = 2
Jyv—z=—4
X +z= 3
Solution:
| 1 0
|Al=D = |0 3 —1| =2
| 0 1
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2 1 0 1 2 0

—4 3 — 0 —4 -1
30 1 7 1 3 1
X = = — y = = -
2 2 ' 2
11 2
0 3 —4
1 S |
T 2 2

H.W.

Solve using determinants:

1) 2z—3y =7 2 — 4y = T
3z + by = 1 3z —6y = B
2y - y— z =

2) &+ y+ z =1
=2y — 32z = 4

(2.4) Solving Linear System Using Inverses

Using reduced row echelon form to find the inverse of matrix
Steps for finding the inverse of a matrix of dimension nxn:

STEP 1: Form the augmented matrix A|In.

to |

STEP 2: Using row operations, write A|I»in reduced row echelon form.

STEP 3: If the resulting matrix is of the form I»|B that is, if the identity
matrix appears on the left side of the bar, then B is the inverse of A.

Otherwise, A has no inverse.

Example:

Find the inverse of

[\

A=

e B
b e
NO o
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Solution:
STEP 1 Since A is of dimension 3 X 3, use the identity matrix I,. The matrix [A|I3] is

1
2
1

[ R -
[
(= =T
o = O
- o O

STEP 2 Proceed to obtain the reduced row echelon form of this matrix:

R2 - _2?'1 + rz

Use to obtain 0 -1 —-4|-2 1 0

1
Use R, = —1n, to obtain 0 1 4 2 -1 0
0

R - 1 0 —2|-1 1 0
= —1r r
Use 20 to obtain 01 4| 2 -1 0
R:_, — —17‘2 + rg
; ; 0 0 —4|-3 1 1
1 0 —2] -1 | 0
1 , 01 4| 2 -1 0
Use R; = an to obtain 3 | )
00 1| = —= —=
i 4 4 4
B 1 | 1]
1 0 0| = = —=
R, = 2rs+r 2 2 2
Use ! 3 to obtain 01 0|-—1 0 1
Rz = _47'3 -+ rs
3 1 1
o0 1| = —= —=
i 4 4 4|

The matrix [A|l;] is in reduce row echelon form.
STEP 3: Since the identity matrix I3 appears on the left side, the matrix appearing
on the right is the inverse. That is,

1 11
2 2 2
Al=|—1 0 1
3 1 1

| 4 4 4|
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Remark: If A is 2x2 matrix, where A = [Ccl Z] then A is invertible if f

ad — bc # 0, then the inverse of AisA™! =

d —b
ad—bc[—c a]

EXx. If possible, find the inverse of each matrix:

wa=[3 7

Solution

@B=[% 7]

(1) ad-bc=6-2=4 then A is invertible

- S

(2) ad-bc=0 then B is noninvertible

H.W. Show that if A has inverse or not

|

Solving Linear System AX=B Using Inverses

AX = B
A1 AX) = A B
(A 1A)X = A'B

I,X =A'B
X — JA_IB
Example:

A has an inverse A7,

Multiply both sides by A",

Apply the Associative Property on the left side.
Apply the Inverse Property: A7 TA=1,.

Apply the Ildentity Property: /,X =X.

Solve the system of equations:

x+y+2z2=1
2x + y 2
x+2y+2z=3
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Solution:

.t'q:

e o B
[ B e

the solution X of the system 1s

ST
I
I

Therefore, S.S. = {(0,2,_?1)}.

H.W.

1
0
5

1-LetA =

1 1
2 3] then find A™1
5 1

1 1 1|
2 2 2
-1 0 1
301 1

| 4 4 4
X=A'B
11
2 2
0 1
11
4 4

2- Use an inverse matrix to solve the following system:

2X+3y+z=-1
3x+3y+z=1
2X+4y+z=-2
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