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Order statistics  

Let the random variables  form a random sample of size  from a 

distribution for which the pdf is  and the distribution function is .  

We denote the ordered random variables  the order statistics of 
that sample. That is: 

 is the smallest of   

 is the second smallest of  

 

 is the largest of  

The sample range  is the distance between the smallest and the largest 

observation  is an important statistic which is defined using order 

statistics.  

The joint p.d.f of  is  

  

The multiplier  arises because  can be arranged among themselves in  

ways and the p.d.f for any such single arrangement amounts to . 

Definition 

The largest value  in the random sample is defined as follows 
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For every given value of    

  

                              Xi independent 

  

The p.d.f of  is  

 

The smallest value  in the random sample is defined as follows  

 

For every given value of    

 

             

             

The p.d.f of  is  

 

Definition 

Let  be the order statistics of a random sample of size  from a 

distribution of a continuous type with distribution function  and p.d.f 

. If  denote the  order statistic, then the pdf of  is  
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Theorem:  

For a random sample of size  the distribution function of the  order statistic is  

 

Example:  

Let  be the order statistics of a random sample 

 of size  from a distribution with pdf  , 

then . 

That is . Find: 
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=  

 

Example:  

Let  be a random sample from a distribution with pdf 

 . What is the density of  

   

 

  

Finally, the joint pdf of any two order statistics say  is 

  

The joint pdf of   would be given by  

 

Example 

Let  be the order statistics of a random sample of size n=3 from a 

. Find the pdf of ; the sample range. 

Since   

The joint pdf of  and  is  
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In addition to , let . 

The inverse function of  and  are 

  and   

The corresponding Jacobian of the one-to-one transformation is  

 

Thus, the joint p.d.f of  and  is  

 

Accordingly, the pdf of the range  is  

 

Definition 

The sample median is defined to be the middle order statistic if  is odd and the 

average of the middle two order statistics if   is even. That is  
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Example:  

Let  be order statistics having pdf . Find  

1.The joint pdf of   

  

              

2.The marginal  and   

  

    

   

                         

3.The joint p.d.f of  and  

  

  

4.The p.d.f of the median and the value of the median.  
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Example:  

Find the probability that the range of a random sample of size   from a  

is less than  . 

We have . Then  

Let  denote the sample range and we will find .  

  

        

Let and let . The inverse functions of  and  

are  and   
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Hence  

  

            

            

Assignment 

1. Let  be the order statistics of a random sample of size n=4 from 

a uniform distribution with pdf . Find the pdf of Y3 then find  

. 

2. Let  be a random sample from a U (0,1). 

a. Find the pdf of the kth order statistic Yk. 

b. Find the joint pdf of Y2 and Y5. 

3. Let  be the order statistics of a random sample of size n=3 from a 

uniform distribution with pdf . Find 

1. The joint pdf of   

2. The marginal pdf of . 

3. The joint pdf of . 

4. The pdf of the median and the value of the median. 
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The Moment Generating Function(mgf) Technique  

The moment generating function method is based on the following uniqueness 

theorem. 

Theorem 

Let  and    and , respectively.  

and  for all values of , then  and  have the same pdf. 

This method can also be used to find the sum of two or more independent random 

variables. For example, if  and  are independent random variables then   

 

Example: 

Let  and . If  and  are independent, what is the 

pdf of  

       and        

Further  and  are independent, then 

   

                 

That is . Hence the pdf of is 
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Example 

What is the pdf of the sum of two independent random variables each of which 

is gamma ? 

Let and   

 and   

Since  and  are independent 

    

  

Example 

Let , find the probability distribution of   

 

Since  and   

  

Hence  

  

  

Example 

Let  and  be independent random variables with  and 

 respectively. Let , find the pdf of . 
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Hence   

Theorem-1 

Let  be independent random variables having respectively, the normal 

distribution . The random variable 

, where  are real constants, is normally distributed with mean 

, and variance  

 

Proof 

 

          

Since  

  

Hence  
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But this is the mgf of a distribution that is . Thus  has 

this normal distribution.  

The next theorem is a generalization of theorem (1).  

Theorem - 2 

If  are independent  random variable

, then the mgf of , where  are real 

constants, is   

Proof 

  

  

Since  

 , also  

Thus, we have that  

  

Corollary 

 If  are observations of a random sample from a distribution with mgf 

 then the mgf of , where  are real constants, is 

. 

a. Let , then the mgf of  is 

  

b. Let , then the mgf of  is  
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Example 

Let  denote the outcomes of  Bernoulli trials. The mgf of 

 , is 

 , where . If , then 

  =  

Hence,   

Thus   

 

Example  

Let  be the observations of a random sample of size  form the 

exponential distribution having mean .  

  

  

1.The mgf of  is  

  

Which is that of a gamma distribution with  and  i.e   

2.The mgf of  is  

  

Hence .  
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Theorem - 3 

If  are observations of a random sample of size  from the normal 

distribution , then the distribution of the sample mean 

  is  . 

Proof 

. From theorem (2)  

  

             

Hence   

Theorem - 4 

Let  be independent random variables that have respectively the chi-

square distributions . Then the random variable 

 has a chi-square distribution with    degrees of freedom. 

That is .  

Proof  

 

          

  

Thus  
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But this is the mgf of a distribution that is . Accordingly,  

 

Example 

Let the random variable . Use the method of mgf to find the pdf of .  

  

   

  

The integrand of the integral is a normal pdf with mean zero and variance 

 and the integral is equal to one. Hence 

   

 . And for  

 

Theorem - 5 

Let  denote a random sample of size  from a distribution that is 

. Then the random variable  has a chi- square 

distribution with  degrees of freedom.  
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Proof 

Recall that if the random variable , then  . 

Since s are independent. Hence by theorem (4) with  the 

random variable   

Example 

Let  and  be two independent standard normal random variables. Let  

 and . Use the mgf method to find the joint pdf of  and . 

 

  

                

                              

                

Since  , we have  

  

  

  

  

Hence  and  are independent random variables and each  
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Chapter Two 

Limiting Distributions 

Sequences of Random Variables  

We denote a sequence of random variables , with a 

corresponding sequence of distribution functions  for each 

 . The subscript  make the dependence on the sample size  more 

explicit.  

When the distribution of a random variable depends upon a positive integer , 

clearly the pdf, cdf and mgf are all depend upon . For example  

- If the random variable , then ,  and  are all 

involve  

- If  is the mean of a random sample of size  from a distribution that is 

, then  depends upon .  

Also, the distribution of the random variable  depends upon 

, where  is the sample variance of this random sample from the normal 

distribution. 

In the previous chapter we considered various methods of determining the 

distribution of a function of random variables, but sometimes, we may face 

difficulties in using a particular method.  

 

Example 

If  is the mean of a random sample of size  from  distribution, then 

 

The mgf of  is given by  
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The mgf of  is     

  

    

Since  depends upon , the distribution of  depends upon . But the pdf 

of  could not be easily derived. Hence, one of the purposes of limiting 

distributions is to approximate, for large values of , some of the complicated 

 

Convergence in distribution  
Definition 

The sequence of random variables   is said to converge in distribution to 

the random variable  if:   

for all values  at which  is continuous. The distribution of  is called the 

limiting distribution of . Or    

Note that by saying , we mean that the distribution of X is the asymptotic 

distribution or the limiting distribution of the sequence . Or we may say that 

 has a limiting distribution with distribution function . 

Example 

Let  be a random sample from  and let  be the nth order 

statistic. Find the limiting distribution of . 

 

The pdf of  is    

 

The distribution function of  is  
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Since , 

Now,

is a distribution function, and at each point of continuity of 

. Thus , a random variable that has a degenerate 

distribution at the point .

Definition

The function is the distribution function of a degenerate distribution at the 

value   if

That is; is the distribution function of a discrete distribution that assigns 

probability one at the value and zero otherwise.

Example

Let be a random sample from a standard normal , then 

. Find the limiting distribution of .

1

y0

1

y0
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The distribution function of is

Let then 

Hence,  

It is clear that

The function

Is a distribution function and at every point of continuity of 

. (Note that is not continuous at )

Accordingly, the sequence converges in distribution to a random variable 
that has a degenerate distribution at .

                 

                                                                                                             

Example

Let be a random sample from and let be the nth order 

statistic. If find the limiting distribution of .

0

1/2
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The pdf of  is 

  

And the distribution function of  is  

  

  

  

   

Hence  

  

 

Now  

 

is a distribution function that is everywhere continuous and  

at all points of continuity of . 
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Thus   has a limiting distribution with distribution function ; i.e., 

 where Z is an exponentially distributed random variable. 

Convergence in Probability  
Theorem Markov Inequality 

If   is a random variable that takes only nonnegative values, then for any value 
   

  

Proof 

  

  

  

  

Hence, E(X)   

And 

  

 

Theorem:  

Let  be a random variable with mean  and variance , then for any value  

  

Proof 

By Markov inequality, we have    

Since  if and only if , we get  

  

Hence   
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Letting , we see that  

  

Hence   

Or 

   

Definition: Convergence in Probability   

A sequence of random variables   converges in probability to a random 
variable  if, for every ,   

  

Or equivalently  

That is, we say that  if one of the above limits is true. 

Remark:  

 is often used for the convergence of a random variable 

  to a constance  and we write   

 

Theorem: The Weak Law of Large Numbers 

Let  be a sequence of independent and identically distributed random 
variables with  and  for . 

 Then  

                             for every   

Or equivalently,  

Proof 

Let  

Recall that  and  

By C  
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Taking the limit as   

  

Which yields  

 

Hence  converges in probability to  if  is finite which is 

written as . 

The weak law of large numbers states that the sample mean  converges in 
probability to the population mean  when n is large and . 

 

Definition: The Strong Law of Large Numbers 

Let   be a sequence of independent and identically distributed random 
variables with a finite mean  for . Then  

                    

In other words, as n approaches infinity converge to µ with probability 1. This 
type of convergence is called almost sure convergence. 

Example  

Let , show that   

  

  

 

  

Hence, . 
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The Central Limit Theorem (C.L.T)  
The central limit theorem is one of the most important results in probability. 

We have seen earlier that if  is a random sample from , 

then , and as  increases, the variance of   decreases. 

Consequently, the distribution of  depends on n. If we let  , then 

. The C.L.T states that even though the population distribution is far 

from begin normal, still for large sample size , the distribution of the 

standardized sample mean is approximately standard normal. 

Theorem: C.L.T  

Let  be a random sample of size  from a distribution with mean  
and finite positive variance . Then the random variable 

  

Has a limiting distribution that is . That is 

  

A practical use of the C.L.T is approximating. Usually, a value of  will 
ensure that the distribution of  can be closely approximated by a normal 
distribution; namely 

  

Example 

Let  denote the mean of a random sample of size  from . 
Approximate . 

For the uniform distribution, , . 

The approximate value of 
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Example 

Let  denote the mean of a random sample of size  from a distribution 

whose pdf is ; . Approximate  

 

  

 

 

 

 

Example 

 Let  be a random sample of size  from . 

Approximate . 
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We have  , and    

Since  then  

 

 

 

 

Some Useful Theorems on Limiting Distributions 

1. If the random variable , then  

2. If the random variable , then  

3. If the random variable , and the random variable , then 

-  

-  

-  

4. If the random variable  has a limiting distribution and the random 

variable  then  has a limiting distribution as that of .  

Lemma 

Let  be a random sample of size  from  with  exists, then 

  

Lemma 

Let  be a random sample of size  fom  with  exists and 
, then  
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1.         where  

2.      where  

Proof 

1.  

Since   and  

Hence  

Then  

 

 

2.  

Since  

 as  then  

Hence,  

Theorem 

Let  be a random sample from  with  and . 
Then  

 as  

Proof 

By the C.LT   as . 

Since  as  

and  as  

and  as  
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Then  

 as  

Theorem 

Let  and  be the items of two independent random 

samples of sizes  and  with , ,  and 

. Then  

1. as   

2.  as  

Proof 

1. By the C.L.T  as  

and  as  

Then      as  

Hence  as  

2. We have already shown that 

as   

And since   as  

We have that 

  as . 


