Dr. Tasnim Hasan Lec.5

Marginal Distributions:

Theorem:
1.V x € R, the function given by Fy(x) = lim Fyy(x,y)
y—)OO

is called the marginal distribution function of the random variable X.
2.V x € R, the function given by Fy(y) = lim Fxy(x,y)
X— 00

is called the marginal distribution function of the random variable Y.

Def: If X and Y are discrete random variables and fx y(x, y) is the value of
their joint probability distribution at (x, ), the marginal probability
function of X can be found as follows:

fx()=P(X=x)=> f(xy)

Correspondingly, the marginal probability function of ¥ can be found as
follows:

f(Y)=P(Y =y)=> f(xy)

Example:
For the following joint distribution:

fyy (X, y) = % x=123 y=12
2

X+y X+1 X+2
=2 =5+

X+y 1+y 24y 3+YVy
f = = + +
() Zﬂ: 21 21 21 21

y=12
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Def: If X and Y are continuous random variables and fx y(x, y) is the
value of their joint probability density at (x, y), then the marginal pdf of
X is given by:

fd@zIUNUymy for —oo< X<
Correspondingly, the marginal pdf of Y is given by:

fr(y)= [ fry(uy)dx  for —oo<y<oo

Example:
For the joint distribution
fx,y)=x +y 0<x<1,0<y<]I
F p y> 1
f (X)= f(x,y)dy:.[(x+y)dy:xy+7 \0:x+§ 0<x<1
fo(y)= | [ f(x, y)dx= I(x+y)dx—7+xy\ —+y O<y<1
1 y 1 1 1 1
—<y<=|(=+y)dy==+-— —+——=——
Io(43/)!(2 y)dy =2+ ‘1/422832
2
. 4+l 27
32 32
Example:
Given the j oint pdf:

X+ 2 O<x<l O<y<l
F(x,y) = 3( y) y

0 elsewhere
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Find the marginal of X and Y.

0= [ FOuy)dy=[2(c+2y) dy

—00

2 2y 1 2
=—(xy+— [ =—[X+1] O<x<1
A A ARRE

f, ()= ] £ y)dx= [ (x+ 2y

2 x* 1 2.1
= —|[—+2xy | =—[=+2 O<y<l
-5 y |, S5 +2y] y

Independent Random Variables:
Def: Discrete random variables X and Y are said to be independent if and

only if:

pPX=xY=y)=p(X=x).p(X=y) V(xy) e

Continuous random variables X and Y are said to be independent if and
only if:

fx(x, ) =fxx)  fry) ¥ (x,y) € R

The concept of joint pdf and independence extend immediately to n
random variables, where 7 is any finite positive integer.
Example:

Let X and Y be two random variables with the following joint pdf:

0 1 2 | p»)

179 | 279 | 1/9 | 4/9

1 29129 | 0 4/9
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Are X and Y independent? 2 191 0 0 | 1/9

pic) | 49| 49| 19| 1

Since for one entry in the table

pX=0Y=0)=1/9
pX=0).PY=0)=(4/9).(4/9)
.» X and Y are not independent.

Example: Given the joint pdf
fo(xy)= 4xy 0O0<x<1 O<y<l
=10 elsewhere
Find the marginal densities of X and Y. Are X and Y indep.?

1

© 1 2
fx(x)=jfx,Y(x,y)dy=j4xydy=4xy7 | =2x  0O<x<1
—o0 0 0

%) 1 X2
f, (y) = I fyy (X, y)dx=j4xydx=4y? =2y O<y<l
—0o0 0

® 1:x,\( (X, y) = fx (%) fY (y)
. X and Y are independent random variables.

HW

1. If the joint probability distribution of X and Y is given by:
fx,y)=c(x+y) for x=0123 ; y=012

a. Find the value of c.

b. Construct a table showing the values of the joint distribution function
of Xand ¥.

c. Find the marginal distribution of X and Y.

d. Find fxy(x| y), fxv(x|y=1), wxy(y|x), wxy(y|x=2).
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2. If the joint probability density of X and Y is given by
1
fyy(X,y)=14
0 elsewhere

(2x+y) O0O<x<l O<yx<l

1. Find the marginal density of X and Y.
2. The conditional density of Y given X=1/4.

3. The conditional density of X given Y=L1.

3. Find the joint pdf of the two random variables X and Y whose joint
distribution function is given by:

l-e*—eV +e ™ x>0, y>0
Foy (X y) = y
0 elsewhere

Also find

1. The marginal density of Xand ¥, p(X>2, Y >1).
2. The conditional density of X given Y=y.

3. The conditional density of Y given X=x.
4, P(X>2|Y>1)



