


A Brief Introduction to Fourier
Series

The Fourier series of a 2m-periodic (bounded. integrable) function f is
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ajy. cos kxr + by sinkx),
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where the coefficients are defined by
1 T 1 T
ap = — / f(t) coskt dt and b = — / f(t) sin kt dt.
- /, i

Please note that if f is Riemann integrable on [—m, 7 ]. then each of these integrals is well-

defined and finite; indeed. o
1
ol < — [ 1£@)]at

and so, for example, we would have |a;.| < 2| f]|| for f € C37.
We write the partial sums of the series as

Sa(f)(z) = igq + Z (ar cos kx + by sin kx).
k=1




Remarks
1. The collection of functions 1.cosx.cos2x...., and sinx.sin2x, ..., are orthogonal on

[—7,7]. That is,

rig oy W
/ cosmxr cosnrdr — / sinmx sinnrdr — / cosmx sinnxdxr — 0
—TE

— — %
for any 7 = 2 (and the last equation even holds for 7n — ).
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f cosZ maxrdxr — / sin mxdxr — 7

—J% — 7T

for any 7z == 0, and, of course. ffﬂ_ 1 de— 2

What this means is that if T'(x) — 52 + > r_1(axrcoskxr + B sinkx), then
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— / T (x) cosmaxzdxr — / cos” mxrdr — o,
T — —
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That is. if 77 « 7,,. then T is actually eqgual to its own Fourier series.

for 7z == 0, while

3. The partial sum operator s,(f) is a linear projection from C>" onto 7T,,.

4. IfT(x) = = +> 1 4 (g cos kEx + G5 sin kax) is a trig polynomial. then

% L:_ ()T (=) dx

—— + > (arar + Bxbr).
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where (a;) and (b ) are the Fourier coefficients for f. [This should remind you of the
dot product of the coefficients.]

. Motivated by Remarks 1, 2. and 4. we define the inner product of two elements f.
27w
g€ C-" by

(f.6) =— /_ f(2) g(a) d.

(Be forewarned: Some authors prefer the normalizing factor 1/27 in place of 1 /7 here.)

Note that from Remark 4 we have (f, s,(f)) = (sn(f).sn(f)) for any n. (Why?)
. If some f € C?™ has ar = bp = 0 for all k, then f = 0.

Proof. Indeed. by Remark 4 (or linearity of the integral), this means that

/ 7; f(@) T (z)dzx =0

for any trig polynomial 7. But from Weierstrass’s second theorem we know that f is
the uniform limit of some sequence of trig polynomials (75,). Thus,

/71' f'(:l?)2 dr = ‘nlil,lgo /’T f(2) Ty (z)dz = 0.

Because [ is continuous, this easily implies that f = 0.




7. If . g € C?™ have the same Fourier series, then f = g. Hence. the Fourier series for
an f € C?7™ provides a unique representation for f (even if the series fails to converge

to f).

8. The coefficients ap.a1.....an, and b1,bso, ... .b;, minimize the expression

@(ao, a1, ..., bn )—f [f(z) — sn(f)(2)]° de.

9. The partial sum s,(f) is the best approximation to f out of 7, relative to the Lo

B
1flls = /(F- 1) = ( / F(a)2 d:z:)

f — sn(f)lle = min || f —T||2.

T =7,
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That is.

Moreover, using Remarks 4 and 5. we have

Nf —sn(DINEZ = F—su(f)sf — sal())
(f> 1) — 2(F,8n()) + (8n(F), sn(F))
IF112 — lls= ()3

= %f_wf(x)gda:———Z(ak-kbk)

[This should remind you of the Pythagorean theorem.]



10. It follows from Remark 9 that

T

~ [ sn@Par = L+3 (@@ +8) = = [ r@? e

e—1

In other symbols. ||s,(f)|lle < |[flle. In particular, the Fourier coefficients of any
f € C?7 are square summable. (Why?)

11. If f € C?™, then its Fourier coefficients (a,) and (b.) tend to zero as n — oc.

12. It follows from Remark 10 and Weierstrass’s second theorem that s, (f) — f in the
Lo norm whenever f € C?7. Indeed, given £ > 0, choose a trig polynomial T such
that || f —T'|| < €. Then, because s, (T) =T for large enough n, we have

|f — sn(f)l|2 If —Tll2 + llsn(T" — f)ll2
2| f =T||2
2V2||f — T < 2v2e,

IA A TA

where the penultimate inequality follows from the easily verifiable fact that || f|2 <
V2 | f]| for any f € C**. (Compare this calculation with Lebesgue’s Theorem 5.9.)

By way of comparison, let’s give a simple class of functions whose Fourier partial sums
provide good uniform approximations.




(because f’ is 2m-periodic). Thus, |ax| < 2||f"” ||/k? — 0 as k — oo. More importantly, this
inequality (along with the Weierstrass M-test) implies that the Fourier series for f is both
uniformly and absolutely convergent:

o
(—122 + Z (ak cos kx + by sin k:l:)
k=1

= |'(;—O|+Z(Iak|+|bk|) <C =
k=1 k=1

But why should the series actually converge to f7 Well, if we call the sum

oo
gl{z) = 9‘)2 — Z (ak cos kx + b sin k:z:),
- k=1

then ¢ € C?™ (why?) and g has the same Fourier coefficients as f (why?). Hence (by
Remarks 6.1 (7), above, g = f. ]

Our next chore is to find a closed expression for s, (f). For this we'll need a couple of
trig identities:; the first two need no explanation.

cos kt cos kx + sin kt sin kx = cos k(t — x)
2cosasin 3 = sin(a + 3) — sin(a — 3)

sin (n+%) 80
2sin 0

+ cost +cos20 4 --- 4+ cosnfl =

(e [




Here’s a short proof for the third:

sin %9 +> p_12coskf sin %9 sin %9 +>3 % i [sin (k + %)9 —sin (k — %)9]

sin (n + ‘—_12-)9.

The function
sin (n + %) t

QSin%t

Pty =

is called Dirichlet’s kernel. It plays an important role in our next calculation.
We're now ready to re-write our formula for s, (f).

sn(f)(x) -,},—ao + Z(ak cos kx + by sin kx)

k=1
1 i= [l
= ;/ f(t) %4—2 cos kt cos kx + sin kitsin kx| dt
—= e k=1

p—

| =
= ;/_..f(t) %—}—;cosk(t—:r)] dt

—

. g sin(n—l—%) (t — )
- = [ 1o dt

2 sin % (t — x)

- %/:;f(t)Dn(t—a:)dt:%/:;f(a‘.—i-t)Dn(t)dt.
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