
Pseudo code for Testing Algorithm: 

here's a brief explanation of the pseudocode: 
 
Training Pseudocode: 
1. Start Training: Indicates the beginning of the training process. 
2. Import Libraries: This step imports the necessary libraries, particularly NumPy for 
numerical operations. 
3. Define Dataset: Sets up the input-output pairs for the AND gate dataset. 
4. Initialize Weights and Bias: Randomly initializes the weights and bias for the perceptron. 
5. Define Hyperparameters: Sets the learning rate and number of epochs for training. 



6. Training Loop: Begins the loop over the specified number of epochs. 
   7. For each Epoch: Iterates over each epoch. 
      8. Initialize all_correct flag: Flags whether all predictions in the current epoch are correct. 
      9. For each Data Point in Dataset: Iterates over each data point in the dataset. 
         10. Forward Pass: Computes the weighted sum of inputs and bias. 
         11. Make Prediction: Determines the output prediction based on the forward pass result. 
         12. If Prediction is Incorrect: Checks if the prediction is incorrect. 
               13. Update Weights and Bias: Adjusts the weights and bias if the prediction is incorrect. 
               14. Set all_correct to False: Flags that at least one prediction in the current epoch is incorrect. 
      15. If all_correct is True: Checks if all predictions in the epoch are correct. 
            16. Print First Correct Prediction: Prints the epoch number, weights, and bias when the first 
correct prediction is made. 
            17. Break Training Loop: Exits the training loop since the perceptron has learned the correct 
classification. 
18. End Training: Marks the end of the training process. 



Testing Pseudocode: 
1. Start Testing: Marks the beginning of the testing process. 
2. Import Libraries: Imports necessary libraries for testing, such as NumPy. 
3. Define Dataset: Defines the input-output pairs for the testing dataset. 
4. Load Trained Weights and Bias: Loads the weights and bias obtained from the training phase. 
5. Testing Loop: Begins the loop for testing each data point. 
     6. For each Data Point in Dataset: Iterates over each data point in the testing dataset. 
          7. Forward Pass using Trained Weights/Bias: Computes the output using the trained weights and 
bias. 
          8. Make Prediction: Determines the output prediction based on the forward pass result. 
          9. Print Input and Predicted Output: Displays the input data and the predicted output. 
10. End Testing: Marks the end of the testing process. 
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Union of 2 sets: 

 union ،subtraction،intersection ،complementمطلوب بامتحان العملي كل من 
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