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Chapter One: Vector Space

Definition 1.1.

A vector space over F is a non-empty set V together with two functions, one from V x V to V, and the other

from F x V to V, denoted by x + y and a x respectively, for all x, y Î V and a ÎF, such that, for any a,b Î F

and any x, y, z Î V,
(a) x+y=y+x, x+(y+z)=(x+y)+z;

(b) there exists a unique 0 Î V (independent of x) such that x + 0 = x;

(c) there exists a unique -x Î V such that x + (-x) = 0;

(d) 1x = x, a(b x) = (ab )x;

(e) a (x + y) = ax + ay, (a + b)x = a x + b x.

If  F = R (respectively, F = C) then V is a real (respectively, complex) vector space. Elements of F are 

called scalars, while elements of V are called vectors. The operation x + y is called vector addition, 

while the operation ax is called scalar multiplication.
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Some important inequalities

•Holder's inequality : if p, q Î IR such that , then 

•If p=2  then q=2 and:

and is called Cauchy - Schwar's inquality.

•MinKowsk's inquality: if p ≥ 1, then:
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Example 1.2. [H.W.2-6]

[1] S={x= },or  :)    1nn nCRn "Î¥
= aa is a vector space over R or C (sequence space).

Sol.
[1] Let ÎS, l is a scalar, then

Definition 1.3

Let V be a vector space. A non-empty set U Ì V is a linear subspace of V if U is itself a vector space

(with the same vector addition and scalar multiplication as in V). This is equivalent to the condition that:

a x + b y Î U, for all a, b ÎF and x, y ÎU

(which is called the subspace test).



Example 1.4.

[1]The set of vectors in Rn of the form (x1, x2, x3, 0,…, 0) forms a three-dimensional linear subspace.

[2] The set of polynomials of degree ≤ r forms a linear subspace of the set of polynomials of degree ≤ n for any r ≤ n.

Definition 1.5. Linear independence and dependence of a given set M of vectors x1,…,xr (r ≥1) in a vector

space V are defined by means of the equation:

a1x1+ a2x2+…+arxr=0   …. (*)

where a1, a2, …, ar are scalars. Clearly, equation (*) holds for a1= a2= …= ar =0. If this is the only r-tuple 

of scalars for which (*) holds, the set M is said to be linearly independent, M is said to be linearly 

dependent if M is not linearly independent, that is , if (*) also holds for some r-tuple of scalars, not all zero.

Definition 1.6.: Let V be a vector space over a field F, xÎV is called linear combination of x1,x2,…,xn ÎV 

if x=l1x1+l2x2+…+lnxn= .1    ,  ,
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Definition 1.7.: Let V be a vector space over a field F, and let S={ x1,x2,…,xn}ÍV, S is said to be generated V if 
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Definition 1.8.: Let V be a vector space over a field F, and A be a non-empty subset of V (f¹AÍ V), 

A is said to be basis of V if :

•A linearly independent set.

•A generated V.

Definition 1.9. A vector space V is said to be finite dimensional if there is a positive integer n such that X contains a

linearly independent set of n vectors whereas any set of n+1 or more vectors of X is linearly dependent. n is called the

dimension of X, written n=dim X. By definition, X={0} is finite dimensional and dim X=0. If X is not finite dimensional,

it is said to be infinite dimensional.

Examples 1.10.: dim R=1, dim R2=2, dim Rn=n .



Remarks

1. Let V(F) be a finite dimensional V.S. over a field F, and let w subspace of V(F), then

dim W ≤ dim V, If dim W=dim V then W=V.

2. Let (f¹SÍ V) then if 0 ÎS then S is linear dependent subspace.

3. The singleton {x} is linear dependent iff x¹0.

4. Any subset of linear dependent set is linear dependent.

5. Any set containing a linearly dependent subset is linearly dependent too.


