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Linear Algebra

Vectors in the plane
Coordinate systems:

We recall that the real numbers system may be visualized as a straight
line £, which is usually taken as a horizontal position. A point O called the
Origin, onz; O corresponds to the number 0. A point 4 is chosen to the
right of 0 and fixing the length of OA4 as | and specifying a positive
direction. Thus the positive real numbers lie to right of O; the negative real
numbers lie to the left of O(see figure 1).
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The absolute value M of the real number x is defined by
x if x>0
S A
x if x<0
Thus[3|=3, |-2/=2and |0| =0

If a, b are two points on the line L, then the distance between the point @ and
b is |b-al. :

Example: If a=3, b=1.5, the distance between a and b is e
|b-a|=|1.5-(-3)[74.5.

In the plane:
We draw a pair of perpendicular lines intersecting at a pointO, called the

origin. One of the lines, the x-axis, is usually taken in a horizontal position,

the other line, the y-axis, is taken in a vertical position.
We now choose a point on the x-axis to right of O and appoint of the y-axis

above O to fix the units of length is used for both axis.
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Y-axis
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o N-axis
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Thus with every point in the plane we associate an order pair (x,y) of
real numbers its coordinates. The point p with coordinates x and y is denoted

by p(x,y).
Conversely, it is easy to see how we can associate a point in the plane

with each order pair (x,y) of real number.

The correspondence given above between points in the plane and
ordered pairs of real number is called rectangular coordinate system or the
Carte31an coordinate system. The set of all points in the plane is denoted by

R* It is also called 2- space.

Vectors:

Consider the 2x / matrix

<L)

Where x and y are real numbers. With X we associate the directed line
segment with initial point at the origin O (0, () and terminal point at p(x,y).

It is denoted by OP; O is called its tail and P its head.

A directed line segment has a direction, which is the angle made with
the positive x-axis, indicated by the arrow at its head
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The magnitude of a directed line segment is its length.

4 T
Example: Let x =L} be a vector with the directed line OP with head
/)(4"5)9

Definition: A vector in the plane is a 2x / matrix X = [X} where x and y
¥

are real numbers, called the component of X,

Note: Since a vector is a matrix, the vectors

X » sz
o ndY =
4 [}’IJa [)/2

Are said to be equal if x;=x; and y;=y,. That is two vectors are equal if their
respective components are equal.
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Example: The vectors L)}l and I are not equal.

Length: .
By the Pythagorean theorem the length or magnitude of the vector
X=(xy) is |

”/\’H = Afx% + )? (1)

If P(x),y,) and Q(xa,y,) are two points on the plan then by the Pythagorean
theorem, the length of the directed segment with initial point P{(x;,y,) and
terminal point Py(x,,y;) is

H/’xPzII:\/(Xz—x,)2+(yz—y1)2 (2)

Pi(xpy))

Py(x5,y,)

.)’/

X X




IX)= @2 + (-5 = Ja+25 =29

Example: The distance between 7 (3, 2) and O (-/, 5)is
”[’()” \/( l~3:’~(‘-—°) _\/ i 32 _4\/’)3:3

X X . . gy .
Note: Two vectors X :{ ‘} and X :[ ’} is said to be parallel if x;y,=x5p;
b Y

or have the same slopes.

Vector operations:

Definition: Let X=(x,y,) and Y=(x,y,) be two vectors in the plane. The
sum of the vectors X and Y is the vector

(X1+x5y,+y,)
And is denoted by X+Y.

Example: Let X=(2,3) and Y= (-5, 6). Then

Olx2y2) X+Y= (2+ (-5)), 6+3) = (-3, 9)

Definition: If X=(x, y) is a vector and c is a scalar (real number), then the
scalar multiple cX of X by c is the vector (cx, cy)

If ¢>0, then cx in the same direction of X

If c<0, then cx in the opposite direction of X

Example: If ¢=2, d=-3 and X= (2, -3), then
cX=2(2, -3)=(4, -6) and dX=-3(2,-3)=(-6, 9)
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(4.-6)

Deﬁnition; The vector (0,0) is called the zero vector and is denoted by O.

If X is any vector, then
X+0=X.

We can also show that :
X+ (-1) X=0. -

And we can write (-1) X as —X and call it the negative of X.

And we write X+ (-1) Y as and call it the difference between X and Y. The

vector X-Y 1s

The angle between two vectors:

The angle between the nonzero vector X=(x1,y1) and Y=(xz,y>) is the angle

O ,where 0<B<m

Appling the law of cosines to the triangle we have .
pe-rf =+ -2ireese - (2)
From (2)

-] = —x,) (= 22)
_x 20 )
||+ - 20m + )
xf + I - 2005 yr) = X1+ =2 x ] feoso
Hx,;eoandurll #0

Then
X%y + V) 2 ..(3)

cosf = Wr



Definition: The inner product or dot product of the vectors X=(x1,y1) and

Y =(x,y,) is defined to be
XeY =xx,+¥)
Thus we can rewrite (3) as

()

oY Sl (00 <7)..(5)
R P ]

Example: If X=(2,4), Y=(-1,2), then
X eV =(2)(-D+(4)2)=6

Also
X = J@? +(@? =420 And IY]= 02 +22 =5 .

Hence
LA 6
cos@=———=0.6 Then 0 =538

V2045

Note: If the nonzero vectors X and Y at right angles, then the cosine of the
angle ¢, coso=0. Hence X.Y=0, conversely if X.Y=0 then coso=0

from table.

theng=z-90°
Thus the nonzero vectors X and Y are perpendicular or orthogonal if and

only if X.Y=0.

Example:
If X=(2,-4), Y=(4,2
X.Y=4.2+2(-4)=0 then X 1Y

The properties of the dot product

Theorem: If X,Y and Z are vectors and ¢ is a scalar, then:

(1) xox=|x] =0, with equality if and only if X=0,

(2) Xoy=YeX,
(3) (X+)’)OZ:X-Z+YOZ,
(4) (et =X e(ch)=c(Xel).

Proof:H.W.

Unit vectors:
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A unit vector is a vector whose length is 1 and denoted by U. If X is

any nonzero vector, then the vector

Y =riie X

=

Is a unit vector in the direction of X.

H.W. prove that for any unit vector U, then U] =1.

Example: Let X=(-3,4), then
|X]= V(=3)* + 42 =5
Then the vector U is

] o : .
U= E(_3’4) = (—gg,g) is the unit vector.

g LR izz\/9+’6:1
1] \/( s —
Then U lies in direction of X.

Now, there are two unit vectors in &?. They are i=(1,0) and j=(0,1).

If X=(x,y) is any vector in &?,then we write X in the term of [ and j as

X=xityj

Example: If X=(4,-5) then we can say that X=4i-5j.

(0,1)

4

A

\ 4
\ 4

i (1,0)

‘ (4,-5)
X=4(1 ,0)+(-5)(0,1)=(4,0)+(0,-5)=(4,-5)

Applications:
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Suppose that a force\power of 12 pounds act on a solid in the direction
of a negative x-axis and force\power of 5 pounds act on the same solid in the
direction of a positive y- axis, find the valué and the direction of the

magnitude.

j/(?ﬁ/f: 122 452 = Ji44+25 =169 =13

/
1
!
A4
A
v

v
Example: A ship is being pushed by a tugboat with a force of 300 pound§
along the negative y-axis while another tugboat is pushed along the negative

x-axis with a force of 400 pounds. Find the magnitude and sketch the
direction of the resultant force.

Solution:
|0 7| = 16000+ 90000 = /230000 = 500 pounds.

A

\
/

Exercises :
|- Find X+Y ,X-Y 2X and 3X-2Y if X =(2,3) ,Y=(-2,5).
2- Let X=(1,2),Y=(-3,4),Z=(x,4) and U= (-2,y) find x and y so that

(a) Z=2X (b) % U=Y (©) Z+U=X

3-Find the length of X=(-4,-5).
4- Find the distance between (0,3),(2,0).



5-Find X « Y, X=

X,Y. :
6- which of the vectors X=(1,2).,Y =(0,1) ,Z =(-2,-4 ) ,W=(-2,1),

U=(-6,3) are orthogonal ,in same direction ,in opposite direction

(-2,-3), (2,-1) ,find the cosine of the angle between

7- Show that if Z orthogonal to X and Y then.Z orthogonal to

rX+sY ,wherer, s are scalars .

n-vectors:

Definition: An n-vectors is an»x1 matrix
X

Where x,,x, .-, x, and real numbers, which are called the component of X,

Since an n-vector is a matrix, the n-vectors

X Vi
X J
X =1, 2 andY =Fr; 2
Xy, Yn

Are said to be equal if x, = y where 1<i<n.
I !

Example: The 4-vectors and , | are not equal.

4 -4
ote: The set of all n-vectors is denoted by 2" and called n-space.
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Vector operations:

Definition: Let

] M ]

|

| :

!.

X )
x\’--‘/ 2 land ¥ = il

St

Be two vectors in R". The sum of the vectors X and Y is the vector

r.\'[ + }’l

Xy + Y,

Lx, +,
And it is denoted by X+Y.
Example: If

. 2
X=/-2/andy =|3
3 Y,
Are vectors in &%,then
1+2 3
X+Y=|-2+3 {=|]
3+(=3)| |0

B

Deﬁnitjon: If x = ;"JJ is a vector in R" and ¢ a scalar, then the scalar

: 'YN

X,
multiple ¢cX of X and c is the vector | 2 |.

%,
2 | 27 [-4
3 | isa vector in R’ and c=-2, then cx=(2)3 |=|-6].
-1 -1] |2

Example: if x =

Theorem: Let X,Y and Z be any vectors in R"; let ¢ and d be any scalars.

" Then:

11
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(a) X+Y isa vector in R"(that is, R" is closed under the operation of

addition)

(DX+Y=Y+X,

()XHYHZ)= (X+Y)+Z <
10|

(3)There is a unique vector 0 in R”, whe!eozé(_)f such that X+0=0+X=X, 0 s

L0}

called zero vector.
=3
(4)There is a unique vector —X, where -x :% ‘:"'2 such that X+(-X)=0.

-
|- x,

(b) cX is a vector in R"
(1)e(X+Y)=cX+cY,
(2)(c+d)X=cX+dX,
(3)e(dX)=(cd)X,
(4)1X=X. : ‘
Proof: (a) and (b) are immediately from the dcﬁmtlons for vector sum and

scalar multiple.

We prove that (c+d)X—cX+dX
_x, [(c+d)x, oxy +dx,
(c+d)xy | |exyt dx,

b
(c+d)X =(c+d) . |=
[ (c+ d)x, cx; + dx,,J

X, |

] rx,.l X

X I.x
(4)/\,” Xy - I.X2 :x2.|=X2 Y. *
X l,x,,_J | Xp-1 X,
I 2
Example: If X and Y are vectors suchthat x=|-2| and r=|3 | then
3 -
1-2 -1
s 0 E Rl et
3-(-3)) L6

L e — -



- : n : o gy 5
Application: The vector in R can be used to handle a large amounts of data.
[nded a number of computer programming languages. ;

Example: Suppose that a store handles 100 different items. The inventory
on hand at the beginning of the week can be described by the inventory
vector A in R'™. The number of item sold at the end of the week can be
described by the vector S and the vector A-S represents the inventory at the

end of the week.

{ X100

[f the store receives a new shipment of goods represented by the vector B.

Then its new inventory would be
A-S+B

The space R’:
We draw the three dimension system by fixing the point called origin

point then we draw the three coordinate axis

Example: Find (2,-3,-4) and (3,5,7) on the coordinate system.




(0.0.7)

Note: The sum X+Y of the vectors in R” is the diagonal ofthc,
parallelogram determined by X and Y.

To illustrate the above note, let X=(x,, y,, z;)and Y=( X3, y2, Z) then:

A
Xi> Y1,21)---""]

X+ o
1]

Definition: The length on norm of the vector X= (X1, Xa,..., X;) in R"is
I \’”-—f +x,7 4. tx,’
We also define the distance between the points (X, Xa,...,X,) and (Y1,

YZ,-‘-,Yn) by
Ix -¥j= Joi -y +(x — o) H et (X, = Y,)’
FExample™: Let X=(2,3,2,-1) and Y=(4,2,1,3). Then

TE m 12 =418

;y"_m J30
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Ix -] = Jo-07 +3-2 +2-1) +(- 332 =72

Definition: If X=(x1,X2,....Xs) and Y=(y,,ys,...,y,) are vectors in R", then
their inner product is defined by:
/\/.Y = xly] +X2y2 S SO Xnyn

Also called dot product.

Example: If X=(2,3,2,-1) and Y=(4,2,1,3), then
XY =@Q)H+3)2)+(=D(3)

=13
Example:(Revenue Monitoring): Consider the store in the above example
with (*), if the vector P denoted the price of each of the 100 items, then the
dot product S. P given the total revenue received at the end of the week

p/ ice

Az ' p/ ice
!

o
x,(}(,J |_pltcc

Theorem(Properties of the Inner product):
Y and Z are vectors in R" and ¢ is a scalar then:

1. X. X—[f)(( 2>O, with equality if and only if X=0,

DXY=Y X
3.(X+Y).Z=X.Z+Y.Z

4.(cX).Y=X.(Y)=e(X.Y)
Theorem(Cauchy-Schwrz Inequahty)
[fX and Y are vectors in R", then

X Yisixi ] --3)
Proof: If X=0, then [X]|=0 and X.¥=0, so hold.
Now, suppose that X and Y are nonzero. Let r be a scalar and consider the

vector rX+Y . Then

0<(I~X+Y) (rX+Y)=r X X+2rX.Y+Y.Y
=r’a+2rb+c

15



Where a=X. X, b=X.Y and ¢=Y.Y

'
-

y=p(x)

e
I*/UV?

A

Now , p(r)=ar’+2br+c
P(r) is a quadratic polynomial in r (whose grph is a parabola opening
upward, since a>0)
That is nonzero for all values of r? Why?
This means that either this polynomial has no real roots, or it has real roots

then both roots are equal(why?)
(The answer) : if p(r) had two distinct root r; and r,, then it would be
negative for some value of r.

2 b
Recall that the roots of p(r) are given by quadratic formula as b gg g

and =20~ V4b ~dac (where a#0 since X#0). Thus we must have

4b -4ac<0
 4b’<dac

Which means that :
b’ <ac
Taking square roots of both side and observing that b<.a+/c Where

Ja =JXX =|x|and e =TT =[]

Thus
Jx ¥ < | X]jr]-

Eixalee IfX‘(l 2,-1,2) and Y=(3,1,-1,2) then:
[X]=V10, [Y|=+15and [X.Y|=10<10415.

Definition: The angle between two nonzero vectors X and Y is defined as
the unique number &, 0<@<rsuch that :

- ——— - — .
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XX
cosé = -11/7}7
X

It follows from the Cauchy-Schwarz inequality that :

Xy

______f\'

¥

Example: Let X=(1,0,0,1) and Y=(0,1,0,1) then we have that

X|=v2, |r]=v2 and X.¥ =1
Thus

co.sé? = —21- and @ =60°
Definition: Two nonzero vector X and Y in R" are said to be ©rthogonal if
X.Y=0. They are said Parallel if |x.y|=|x]Jy|. They are in the Same
direction if Y.y =|X|Jy|. That is, they are orthogonal if cos#=0, parallel

ifcos@=+1,and in the same direction ifcosd=1.

Example: Consider the vectors X=(1,0,0,1), Y=(0,1,0,1) and Z=(3,0,0 ))

then X.Y=0 and Y.Z=0 (check).
Which implies that X and Y are orthogonal and Y and Z are orthogonal too.

Also X.Z=6, | X| =2, |Z|=+18 .and X.Z=|X]jZ]
Hence X and Z are in the same direction.

.Theorem:(Trian'gle Inequality) If X and Y are vectors in R", then
|x + Y= x]+[¥]

Proof:By theorem (*)
X+ Y2 =|X +Y]X +7]
=X X+2(X.Y)+Y.Y
= +200) I
By the Cauchy Schwarz mequahty we have:
PP + 2000+ <[P+ 2 =+ 2.

Example: Let X=(1,0,0, 1) and Y=(0,1,0,1) then
o r|=E =2 V22 =]

Note:If ¥ and Y are vectors in R, then

" —— — — " — o $
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e v =P

If and only if X and Y are orthogonal.

A Unit vector U in R"is a vector of unit length.

Definition:
Furthermore, if X 1s @ nonzero vector, then the vector
vl lx

RIET)

Is a unit vector in the direction of X.

Example: If X=(1,0,0,1), then hXﬂ:ﬁ and U=-:/l—_2—(l,0,0,l) is a unit vector

in the direction of X.
In the case of R® the unit vector in the position direction ar¢ i=(1,0,0) ,
j=(0,1,0) and k=(0,0,1).

If X=(x,y, z), then X=xi+ yj+ zk.

-
=

Example: if X=(2,-1,3), then
X=2i-j+3k

In R" the unit vector are :
B =(1.0,0,...,0) , Ex=(0,1,0,...,0), ..., E~(0,0,..., 1)
And if X=(x,, X2, ..., Xn) 1S Vector in R", we have
X=X E|+X2 E2+...+ Xn En.

Exercises :

[- Find X+Y,X-Y ,2X and 3X-2Y if X =(2,3,5) Y=(-2,5,3).

5. Let X=(1,2,2,1) Y=(-3,4,-2,-1),2=(x,4,0,y) and U= (-2,u,v ,4) find

x ,u, v and y so that
(a) Z=3X (b) Z-Y=Y (c) Z+U=X
3.Find the length of X=(1,6,-4,-5).
4- Find the distance between (0,3,2),(2,0,4).



s_Find X o Y,X=(-2,-3,-4), (2.-1.2) .find the cosine of the angle

between X,Y. ’ . i
6- which of the vectors X=(4,2,6,-8) .Y =(-2,3,-1,-1) ,Z =(-2,-1,-3,4)

W=(1,0,0,2) are orthogonal ,in same direction ,parallel.

7- Prove the parallelogram law. | X + YH2 +lX - y[{? = 3}1\“7 + 3!!\””2

Cross product in R’

. ) s ran3
Definition:if X= x,i+ x-j+ X3k and Y= y,i+ y,j+ y;k are two vectors in R,
then their cross product is the vector X xY definedby:
X xY =(xpp3=X307))i +(x3y) =x¥3) + (x5 ~ Xy k
The cross product X xY can also be written as:
i k
ARY = x| Xy X3
A 3
X x Y is a vector (from definition)
So '
X v, 200 (N - A Ix,  x
7201 A o B PO o B
.}'}2 _,V3 y] .V3 }’I .V2
Example: Let X=2i+j+2k and Y=3i-j-3k. Then
I J ok
XxY={2 | 2|=—i+12j-5k.
3 -1 -3

XxY= 4 k

Properties of cross product:

Theorem: If X, Y and Z are vectors and ¢ is a scalar, then :
- XxY=—-(xX)
o KxlY ¥y Ly= XxY+ X xZ
3- (X+Y)xZ=XxZ+YxZ
s c(XxY):(CX)szXx(CY)
Su Xx X =0
6- Xx0=0xX=0




7- (XxY)xZ=(Z.X)Y —(ZX)X
Also Xx(YxZ)=(X.2)Y -(XY)Z

8- (XxY)Z=X(Y%x2Z)

Proof:
X =(x.xp.%3). ¥ = (o vpap3)and Z=(z),2),23)

i S TR SRS e R Ve
T . t— iy

el g
A E By U Ry RO R R SR e S R R
y' y2 y3 u] llz uz

: i j k
(Xx¥)xZ = up Uy Uy =(u223—u322)i+(u3z] —ulz3)j+('u]z2 —uqz)k

T AL

Substituted instead of u’s then we get:
=[G x5 )23 = (X0 = X0 )22]1""[(“:)’2 =X y)Z) (X~ X3y, )23]./' +[(ys X33, )25 — (X3 “j-"l)'s)zl [k

Example:From definition we have that:
i)([:])(j:kxkzoand]xj:k, j><k=1, kxlzl,

Also
Jxi=—k, kxj=—~i, ixk=~j

Example: Let X=2i+j+2k, Y=3i-j-3k and Z=i+2j+3k
XxY=—i+12j-5k (XxY)Z=8
YxZ=3-12+7k X.(YxZ)=8 .
Which illustrate equation(8). Also to illustrate (*)
X x(Yx2Z)=31i-8j-27k, XZ=10, XY =~1
(X.2)Y =30i-10/~30k, (X.X)Z=-i-2j-3k
Hence
(X.Z) <(XY)Z=31i-8j-27k
Also from (8) ,(1) and (5) we get:
(XxY)Y=X(YxY)=X.0=0

And
(X x Y).X=-(Y><X).X=—Y.(XxX)~_—._y_0=O

- ———— —— — - —-— i
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Note:If .YxY =0, then ¥xV isorthogonal to both X and Y and to the plane

determined by them.

To find the angle between X and Y :
X x V! = (x x V)X x )

= X.[¥xXxx¥)] by (8)

= X.[(r.nx -.x) by (7)

= (XN -rXx)r.Xx) by(2) and (4)
=[x’ I - (xxr)? by (1)

Y)icos@

X 5 Y e ! X

|

PO =P -

X 2”)’”2 cosd

=PI a-cos? o)
x ¥ =Py sin 0
XY= X|JY|sing  ....(9)

Note: (1) We do not have [sing| , since sin@ is nonﬁnegative for 0<f<n
(2) X'and Y are not parallel if and only if XxY =0

Applications:

Area of triangle:
Area of triangle consider a triangle with vertices X;,X,, and X;. The area of

this triangle is

!
/171 = Ebh
Where b is the base and A is the height.

£ an —X,ﬂ and i = HX3 - X, ﬁsin 0
Where




SO 4 1] —%” 3 \Hm’\ = X ”SH’]O

SiE = 4o
1[" 3. \|N

From(9)

Ay = ﬂrf( Xy - XXXy - ,\'])ﬂ

Example: Find the area of the triangle with vertices X,=(2,2,4) , X,=(-1,0,5)

and X5=(3,4,3)

Solution:
Xy =X =-3i-2j+k

X5 =~ Xy =i+ ik

s ]'(~3f—2/+k)x(i+2_/—k)“

4'1'[~
‘“4r~/“4W

= gf*./ = 2/\";‘ =n/5

Area of a parallelogram:
The area Ap of parallelogram with sides X,-X; and X5-X,is 247

.-’Ip:H(Xz——X‘)x(XB—XI)“ o
1 AT

Example: If X,=(2,2,4) , X5=(-1,0,5) and X3=(3,4,3).

Then
Ap =245 (check).

Consider the parallelepiped with vertex at the origin and edges X, Y and 7
The volume of the parallelepiped is the product of the area of the face
containing Y, Z and the distance h from the face parallel to it.

= ffost]
gbetweenX and ¥ x Z , the area of the face determined by Y and Z is IV xZ]

y =¥ x ZJ|X]eosd] = | X.(¥ x Z) z
_ ‘ l A




Examgle: X=i-2j+3k, Y=i+3j+k and Z=2i+j+2k (H.W.)

Exercises :
|-Show that X and Y are parallel iff xxy =0 .

2-Show that | x¥[? +(x.)? =[x Jr)?
3-Prove the Jacobi identity :

(XxIxZ+(YxZ)x X +(ZxX)xY =0

Vector space
In the following lectures we study the vector space , subspace ;study the

linear Independence , basis and the rank of a matrix .

Definition :
Areal vector space is a set V of elements with two opera‘uons@ and ©

defined with the following properties .
(a)If X and Y are any elements in V .

under the operation @ ).

then X®Y is inV (that is closed

- X@Y=YeX forall X,Y inV.
2- Xo (YoZ)=XeY )®Zforall X,Y,Z inV
3- There is a uniqueelement 0 in V such that X®0=0®X = Xfor every,

Xin V.
4- For each X in V there exists a unique -X in V such that X®-X =0

(b)If X is any element in V and ¢ is any realnumber

thencoXisin'V .

5-co(X®Y)=cO X®coY forany X, Y inV, and any real number c.
6-(c+d) ©X =coX® doY forany X in v and any real numbers ¢ and d .
7.co(doX) = (cd)oX for any X in v and real numbers ¢ and d .

e . w04 e A, G W Gt v ) i v oyl i
,,....—-—--—-- —--n—-—-.-——-—.n—u-—-—nhh——u——-p-hh-‘-‘_..—#“‘



g.1@X = X forany X in v.

(V,®,0) is vector space .The operation @ is called vector addition .

The operation @ is called scalar multiplication .
The vector 0 is called Zero vector .

Example 1: i
Let R” be the set of ordered n- tuples (a;, as, ......., a,) where we define
@by(a,,a;, ....... ,an)@(b|,b2, ....... ,bn)

=(a;+b;,atby,....... a, +b,) and © by co( a;, ar, ..., a)
=(ca;,caz, ....... L Cdy)

R" is a vector space .

anmple P-4
Let V be the set of ordered tnples of real number (a,, a,,0) where we

define @ by (a;, a;,0)@(b;, by, 0)
=( a;+ b, ayt b, ,0) and © by cO( a, , 2,0
V 1s a vector space .

(Cal » Caz 0)

Example 3:
Let V be the set of ordered triples of real number (x, y, z) where we define

® by (x,y,2®x' ,y ,z")

=(x+x', yt y’-,z+z")) and © by cO(x , y ,z)= (¢x, y ,2)

V is not vector space the property (ctd) ©X =coX® doX fails to hold

thus (ct+d) o(x, y ,z)=((ctd)x,y ,z),
On other hand co(x,y ,z)®do(x,y,z)=(cx,y ,z2)@(dx, y ,2)
=(cx+dx , yty ;z+z)=((c+d)x ,2y ,2z).

Example 3:
[et V be the set of 2x3 matrices under usual operation of matrix addition

and scalar multiplication
V is vector space c.h.



Example 4:
Let V be the setof all real —valued function on R.if 7 and e

we define f @ g by (f @)ty /(DD g()and if f and c¢is a scalar

define co® fby coOf=c f(1).
V is vector space c.h.

Example 5:
Let p, be the set of all real polynomials of degree <n with zero

+a n-} t‘ +a n and
are inV wedefine p(1) ® q(1)
+(a,,+tb, Ot Ha,tb,) and

polynomial .if p(r)=a,t” +a t"'+ ...
g(t)=b,t” +b,t"7'+ ..., +b, ,t+b,
by p(r) ® q(t) = (a,+b Ht" +Ha, +b "'+ ......
if ¢ is ascalar define co® p(/) by
CO p(1)=(ca )t" +(ca "'+ ...... +ca

n»~|t '*'Cil"
the above definition show that the degree of p(t) ® q(1) and cOp(1) <n

-pt)y=-a g’ -at"'+ ... a,  t-a, 1snegative of p(r) and since

a, +b,:b, +a, then p() ® q(1)=q(t)+ p(1)

And '

(¢t d)o p()=(ct d )a,t” Hct+d)at""+ ...... +Hectd)a, t+Hctd)a,
=c(a,t” +a,t""'+ ...... +a t+a, )td(a,t” +a,t"'+...... +a,  t+a, )

= ¢cO p(t) ®do p(1)
V is vector space c.h.

Theorem :
If V is a vector space then .

- 00X =0 forany vector XinV

7. co0 =0 forany scalarc
3. Ifco X=0 then eitherc=0or X=0

4- (- 1)@X=-Xforany XinV.

Proof:
1) 0X =(0+0)X=0X+0X by
0=0X+H-0X)=(0XH0X)+(-0X)

—OXH0X+(-0X)]

(6) of def. adding -0X
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=0 X+0=0X.
2) ¢.0 =c.(0+0) =c.0+c.0
c.0-¢.0=c.0+c.0 0
0 =c.0

3)suppose ¢X=0 and ¢ = 0 then

0=(§>.o-:<{) () =[(2) e X = 1.X

4) (DX 4X = (DX + (DX =(-1+1)X=0X =0 so that (-1)X =-X

Definition :

Let V be a vector space and W a nonempty subsct of V if Wis a
vector space with respect to the same operations as these in V., then
W is called a subspace of V .

Example :If(V,®,0) is vector space then
10} =V , VeV are two subspaces.

Example :
Let W be the set of ordered triples of real number ( a,, a, , 0) where we
define ® by (a;,a,,0)®(b;, by, 0)

=( a;+ by, a+tb;,0)and © by co( a,, a, ,0)=(ca, , ca, ,0)
Then (W, ®,0) is subspace of (R*,®,0).

Theorem:

Let (V,®,0) be a vector space and let W be a nonempty subset of
V.W is a subspace of V if and only if the following condition hold
1- If X, Y are any vectors in W then X®Yis in W

2- 1If ¢ is any real number and X is any vector in W then ¢® X is
inw.

— - - — - —
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Proof : H.W.

Example:
Let W be the set of all 2x3
a b 0 L eyt
W= I ]{,a_b,cek} W is subset of vector space V of all
Lo ¢ ] J
2x3  matrices under usual operations of matrices
scalar multiplication then W is subspace of V.

matrices of form

addition and

Solution :
; a b 0 a, b, 0],
Consider X = and Y=| ¢ in W then
0 ¢ d, 0 ¢, d,
a+a, b +b, 0 e
X+Y =71 7 o isin W also letreR
0 %oy d +d,

ra, rb 0 | . | : -
rX :[ b } is in W ,W is subspace of V.

0 re rd,

Example:

Let W be the sub set of( R*,®,0).
W is ordered triples of real number (a, b, 1),

let X:( a,a, ]),Y:( b| , bz , 1)
X+Y =(a,+ b, ayt+ by ,2) Then W is not subspace of (*,®,0).

Example 5: '
et W be the set of all real polynomials of degree exactly=2

W is subset of p, but not subspace of p,since

7¢2 43141 and -2t7 +t+2 is polynomial of degree 1 is not in W.

————— . — - ——————————— - - — ————————— —— —— o —— T S ASE s e we— e ot
———
——— -
— ———
- — 4
——
o -



——— . — — ——— —————— —— T~ p—— -
pp—— T —— v —— —————— ¥
R

Exercises:

(r £ -
lla b c| L 3
- Let W =1 <l.a‘:2c+l} W is subset of vector space V
|

of all 2x3 matrices under usual operations of matrices

addition and scalar multiplication is W is subspace of V.

2- Let W ={(a,b,c),b=2a+1{ subset of vector space R'is W s

subspace?

Definition( 1 —7)
Let X| ,X2 5 i e e ,X" be
in V is called linear combination of this

vectors in a vectors space V. A vector X
vectorsif it can written as X

2Nt Xy 5 et +c, X, for some real number where ¢, ,c,
....... c, are scalers.
Example:Consider the vector space RY . et Xi=(1,2,1,-1)

Xy=(1,0,2,-3) ., X,=(1,1,0,-2) the vector X=(2,1,5,-5) is linear

combination of X;,Xz, X, if we find ¢, ,cyc, sit..

—— o —— " ——— - —
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X = C]XI+C2X2+C _1X1
(2,1,5,-5)=c(1,2,1,-1)+c(1,0,2,-3)+¢,(1,1,0,-2)

(2, 1 ,5,"5’):(01 ,2C|,C|,'C])+ (CZ$0’2035'3CZ)+(C 1,C 3 ,0,'2(: 3 )

C|+ Cg"*‘C X 2

2(3]'1'(33 =]
¢+ 2C2 =35
-cj- 3¢-2¢,= -5

solving this linear system by Gauss-Jordan we obtain ¢;=1, 0s=2,6, %"

then X is linear combination of X,X;, X, -

Example: Consider the vector space R’ . let X,=(1.2,-1), X=(1,0--
1), is the vector X=(1,0,2) is linear combination of X,X3
if we find ¢, ,c, s.t..
X = C1X|+C2X2
(1,0,2) =c,(1,2,-1)+cy(1,0,-1)

citcr—=1
2C|:0
-Cy- 2¢,= 2

Which has no solution then X is not linear combination of X,,Xs.

Example:Consider the vector space R’ . let X,=(1,0,1),
X,=(-1,1,0) , X,=(0,0,1)is the vector X=(1,1,1) is linear combination

of X;,Xo, X, ifwe find ¢;,C3C, S.t.

xX= C,X|+02X2+C3X3

(1,1,1)=¢(1 0,1)+cy(-1,1,0)¢,(0,0,1)

ci-er= 1

Gy~
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o U g i ST ]
solving this linear.system by
then X is linear combination of X,Xy, X,

Gauss-Jordan we obtain ¢;=2. c-=1,¢ = -1

Definition : |
Let S={X;, Xz, .ccv-- , X '} be the set of vectors in a vectors space V. the
set spans V, or V is spanned by S, if every vectorin Vs a linear

combination of vector in S.

Example :
Let V be the vector space R’ . letS={X,,X,, X, } set of vectors where

X,=(1,2,1), X»=(1,0,2), X,=(1,1,0) is the set S spans V7

SOL..:
- Let X=(a,b,c) be any vector In R’ . and
X= C|>(1‘+‘,C2><3‘Jf'(:3)<3

(a,b,c)=c,(1,2,1)+cx(1,0,2)+c,(1,1,0)

¢+ ¢t ,=2a

2¢;+¢, =b
Ciyt 2C2 =C .
solving this linear system by Gauss-Jordan we obtain
_—2a+2b+c - a-b+c _4a-b-2c
¢=—————, G~ 5= —————
3 3 ‘ 3

since we obtained a solution for every choice of a,band ¢ then
S={X,Xz, X, } spans V.

Example : : N
Let V be the vector space R’ .S={i,j,k }spansV
Since for every X=(a,b,c) vector inR”.

(a,b,c)=(a,0,0)+(0,b,O)+(0,0,c) =ai + bj+ ck .

Example :

—————— . ——
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Let V=P, be the vector space all polynomials of degree <2 if  and

Let S={P,(t) ,P,(t)} where P (0)=t’+2t+1 and .P,()=t>+2 is S
spans V?

Sol ; let P(t)= at’+bt +c polynomial in P, where ab,c are real
number suppose P(t)=c,P,(t) +c,P, (t) then

at’+bt +c =c)(t* +2t+1 Jrey(t? +2)

at’ +bt +¢ =(c,tey)t* +2¢;t+(ci+2¢,)

¢t =a

2¢, =b

C]+262:C

we obtain

L A-.1 @ 10 2a-c
20 1 . hi=i0 1 - c—a

E 2 ¢ cJ 0 0 b-4a+2c

[f 'b-4a +2¢ = 0 then there is no solution to this system hence S does not

span P, .

Linear independence

Definition :Let S = {X; , X5, ....... , X } be the set of vectors in a
vectors space V. thenS is said to be linearly dependent if there exist

constants ¢;,Cy ....... ¢, not all zero, such that
+c, X, =0 ,other wise . S is called linearly independent

C|X|+C2X2 e

That is S is linearly independent if the equation

X F i Xy vievens +c, X, =0 hold only if ¢; =Cp- ....... =, =0
Example:Consider the vector space R' . et X;=(1,0,1,2),
X,=(0,1,1,2) X,=(1,1,1,3)is S = {X\,X; , X,} is linearly
independent

SOl;
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iy ¢, X +c2Xa+c, X, =0 where ¢, ,c;,¢c, € R
¢i(1,0,1,2), +¢5(0,1,1,2)+¢,(1,1,1,3)%(0,0,0,0)
(C],O,Chzc]), + (O,Cz,C2,202)+(C3,C3,C3,3C3 ):(050"0:0)

¢t CJ:O
Cote, =0
cit ¢ +e, =0

26+ 2643¢c,. =
we obtain ¢,=0, ¢,=0,c,= 0 then S is linearly independent.

Example :
Let V be the vector space R . letS={X;, X, , X,,X, } set of vectors where

Xi=(1,2-1), Xp=(1,-2,1) , X,=(-3,2,-1), X,=(2,0,0) is the set S

linearly independent ?

SOL.:
Let 1 X+ Xote, X, e, X, =0

¢1(1,2,-1)+ea(1,-2, 1)+, (-3,2,-1)+¢, (2,0,0)=0

citic-3¢c, ¥2¢,~0

2¢y- 2¢c12c, =0
-¢;+c, -C, =0
There are infinitely many solution like ¢,=1, ¢;=2,¢,=l,¢,= 0
, then S is linearlydependent. ]
Example :
3. 8={i,j ,k } islinearly independent.

Let V be the vector space R

Since

(O,O,O)Z(C1,0,0)+(0302,0)+(0,0’C3)
Then ¢;=0, ¢=0,¢,=0

Infact EEsseeeceiee ,E  are linearly independentin R”.

Example:

——— o -
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Let V=P, be the vector space all polynomials of degree <2 if and

Let S=(P,(t) .P,(1),P;(t)} where P, (t)=t* +t+2 and P, (£)=2t"+
P (1)=3t* +2t+2 is S is linearly independent?

Sol :¢\P,(t) +coP, (1) + ¢, P, (1)=0

ci(t?+t42 Ycp(2t? +2)+c, (3t +2t+2)=0
then

cit+2¢,+3¢, =0

c;tcyt2e, =0

ooy ke =1

1, then S is linearly

There are infinitely many solution like ¢,=1, ¢,=1,¢c,=-
dependent. '

Remark 1: If S = (X1,X0, ceinne , X '} be the set of vectors and A matrix

whose columns are these vectors .S is linearly independent set
Iff|a=0.

Remark 2: If S = {X,,X;, ....
vector then S is linearly dependent set. Why?

Remark 3: Let S,, S, be finite subsets of vector space V and S subset of

S, then _
I-If S, is linearly dependent set so is S,.

2-If S is linearly independent so is S,.

Proof - 1)z let S =1 X1 X2 narnins s Xkt
SZZ{X' ,Xz,...Xk,X,M....,X”} kgn
c.h?

2) S'={X| ,Xz, ....... ,Xk},

..., X '} be the set of vectors and X is zero



S.is linearly independent thenc; =c- ......=¢c =0

Meaning of linearly independence in R’ and R’

Suppose that {X,,X;} arelinearly dependentin R’ then there exist scalars
¢, .co not both zero such that ¢, X, +¢,X,=0 and

Either ¢;= 0 or ¢, #0

[f ¢;#0 then X;=(=2)X, ,if ¢;20 ,then X,=(—2)X,

& ¢,

Thus one of the vectors is a multiple of the other
Conversely , suppose that X;=cX, then 1X,-¢X, =0 since 1# 0 then
Xjand X, are linearly dependent thus {X,,X5} are linearly dependentin R’

iff one of the vectors is a multiple of the other .
In-R’

Suppose that {X;,X,, X,}
R.thenwecan write ¢, X;+cXo+e, X, =0

“Where ¢,¢5,¢, are not all zero say that ,c,= 0 then

are linearly dependent set of vectors in

—(~—'))\| (—£2)X, which is means that X, 1s span
¢y (.'3

1X,,X2} then ¢ X+, X=X,
then{X;,X,, X,} are linearly dependent

,-C|X|-C2X2+1 X 3=0

Theorem: Let S = {X,,X;, ....... , X '} be the set of non zero vectors in a

vectors space V. thenS is linearly dependent iff the vector X, is a linear

combination of the preceding vectors in S.

Proof: suppose X, is linear combination of the preceding vectors in S.

Then X,=C|X]+C2X2 . "'+Ci—i X/—l
Then ¢ X+ Xa, ...7c,, X H(-DX ... +0X =0
Since ¢,=-1 # 0 thus Sis linearly dependent .

Conversely , suppose that S is linearly dependent then there exist scalars ¢,

¢ not all zeros such that
1 Xi+eaXa, e +c X, =
now let i be the largest subscript for which ¢, # 0
~i . ‘—C,_
if =i> 1 then Xi:[—(,‘—ll_']X]-*-[_;—z)xz WIE ( y l)XH

/
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if i=1 then ¢, X =0 which implies that X =0

contradiction to the hypothesis that nonzero of the vectors in S is the zero

vector .

Exercises:
1-Is the vector (3,6,3,0) is linear combination of X,=(1,2,1,0)

,X2:(45 1 :'293)5X3:-(17216a'5) aX 4 :('2v3s'l’2)
2-Do the polynomials P42t+] E-t+2 42 -’47 -5t+2 span
P.2 -
3-Which of the following set of vectors span R*?

X,=(1,-1,2), X=(0,1,1).

X,=(2,2,3), X=(-1,-2,1), X,=(0,1,0)

4-Which of the following set of vectors are linearly dependent in R*?
Xl:(4a23 1 )7 XZ:(2,67-5)7X3=(1a'2,3) :
X]z(l,?_,-l), X2:(3,2,5)

5- Suppose that S={X;,X,, X,} isa linearly independent set of vector in

vector space V prove that T = {Y, .Y,,Y,} is also linearly independent

where Y ,=X+X,+X,,Y, =X,+X,,Y,=X,.

___.__-.—_.._———-————-—————-———————.—.—-——-.———.._—-_—-——_.-—-—-—-..
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Basis and Dimension

Definition:
A set of vectors S = {X, , X5, .......
basis for V if S spans V and S is lmearly independent .

, X }ina vector space V is . called a

Example :
In R" the unit vector are .
E,=(1,0,0,...,0), E,=(0,1,0,...,0), ..., E,=(0,0,..., 1)

Form a basis forR"

4 4
Example; Let V be the vector space R .let S={ X;,X;, X,,X, } set of

vectors where
X, :(1,0,1,0), XZZ(O,I’_LZ) , X3 :(0’2,2,1) ;

S basis for V?

SOL.: _
Let ¢ X+ Xy + ¢y Xite, X, =0
Cl. + e, =0
¢, +2c, =0
e~y A2Ey; | =0
2+ e, te, =0

Only solution ¢;=¢;=¢;=¢,=0
then S is linearly independent. to show S spans R let X=(a,b,c,d,) be

b

4

any vector in R
let ¢ X, +e:Xp + ¢, Xte, X=X we can find a solution for

Loy e5, €, DY 4, b, ¢, d thcn spans R

then S is a basis forR

X,=(1,0,0,1) is the set

- ———— - —
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Example :
The set S= {t” ,t", ......,
form p@)=a,t" +a,t"'+ ...

t,l} spans p, ,since every polynomials of the
+a, t+a, which is linear combination of

elements in S. )
S is linearly independent since
cit” +et" '+ L. +e vk, T (1)

holds for every real numbert isroot of
plo=s et” et + ., ... e bte o
but nonzero polynomials have only a finite number of roots that (1) only if

CI=Co=..unn. =€,=C, . =0
then S is a basis forp,

Example: The set S={l OHO IHO OHO O]} is a basis for V of all
O O[j0 Off1 0Of{0 1

2x2 matrices to show S is linearly independent
I 0 0 1 0 0 0 0 0 0

€ +¢ +C +C =

'[o o] 2[0 OJ 3{1 o} "[0 1} [0 o}

’ ; s 0 0
then[f' C‘J :[O 0} thenc;=c;=c¢,=¢,=0

¢y Gy

hence S is linearly independent . to show S spans V

- [0 0 1] 00 0 0 IR

ey o) oo ofre) o o T
0 0 0 0 10 0 1 c d

Thenc,=a,c=b,c,=c,c,=d
then S is a basis forV

Theorem L:IfS={X; ,X 2, ....... , X, } is a basis for a vector space V then
every vectorin V can be written in one and only one way as a linear

combination of the vector in8§ .

Proof :- . : .
First every vector X in V can be written as a linear combination of the

vectors in S because S spans V.

———— ——— - ————— — -
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Now let

Xk Xy By Xog oo i +anX" and
el 3 F B R T +by X we must show that a; = b;
for i=3,2 e , n we have

0= (a, ~—bx ) X] =+ (az—* bp_ ) X2+ .....+(an— bn)X"
Since S is linearly independent , we conclude that .
a-b=0fori=1,2,.......... ,N.

So that a; = b;

Theoremi 2:Let §= {X; . X5, ... , X} setofnon-Zero vectors and let

W=spans S then some subset of S is basis for W .

Proof :Ex.(like example)

Example: Let V be the vector space R‘1 et $={ X, ., X5, X, X, } setof
vectors where : R |
Xy =12:2.1), - X=%-3,0,43) , X, =@G,LL-1) , X,=(-3,3,-9,6) Find
a subset of S that is basis for W .

SOL.:
observe that every vector X in W is of the form

aX;+bX2+CX3+dX4 ................ (1)

to find a basis for W we first determine the set
S={ X, ,X, , X,,X, } is linearly independent or not .if S
independent then S is basis for W . but S is not linearly independent

(ch.)

linearly

X523 o F XX 0, oy empaspoi 2)

then
X2: X]"2 X3 ...................... (3)
Substituting (3) in (1) every vector X in Wis of the form

(atb) X Hc -2b) X+ dX, oo 4)
Thus W spanned by X, X,,X, . we check the set
S={ X;,X; X4 } is linearly independent or not.
We find that X ,X2, X, 18 linearly dependent and

_-————-—.—.—-—-————-——_——-—————-———_.——-——u——....—_..-._—-.—..—--..—--.
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AX, 3 X, F X, =0
D b LREL (5)

Then
every vector X in W is linear combination of

Substituting (5)in (4))
X, X, then W spanned by X, , X,

we check the set

{ X,, X,} is linearly independent or not.

{ X;, X,} is linearly independent and is basis for W .

,X 1 that is a basis for

Remark:To find a subset of S={X, ,X,, ....... }

W=span S is as follows .

n

Step 1: first determine the set S is linearly independent or not
If'S is linearly independent then S is basis for W.

Step 2:If is linearly dependent then there is constants -
" Y SO spnnss ¢, not all zero, such that

C]X; +C2X3 G % Rk +CHX”:O
we can then solve for one vectors in S as linear combination of other

vectors ,suppose ¢, 1S nonzero
let S, ={X;. X2, .....X . X sy oerrnne » X

now return Step 1 with S,

then S, spans W

X, ,X0, oonn. , X | isa basis for V-, then

Remark: If {
isalso basis ifc=0 thusa vector space always

§CXs , Kgsseroons , X}
has infinitely many basis .

, X, } that isabasis for a vector

Theorem 3 :If S={X;,X2,.......
Y, } is linearly independent set of

space V and T={¥.,Y Y fevverann
vectorsin Vthen r<n.

proof: Let T, ={ Y, Xi: X2, oo , X} since S span V ,So dose T,

since Y, is linear combination of vectors of vectorin S ,we find that T

Is linearly dependent then by theorem

————————— -
- - w— T e e v - ——————-— - V- — " -
e e s i — —

————— - Yoo o o




[Let S={X; . X2, :0rurns , X} bethe set of non zero vectors in a vectors
space V. then S is linearly dependent iff the vector X, is a linear

combination of the preceding vectors in S].

Some X . is a linear combination of the preceding vectors in'T,.

Delete X, letlet S, ={Y , ,X;. X2, ..., X . X oeenen ,X |} notthat
J & n

S, spans V
Let T, 2{Y .Y X1 oK 2500 men e g ya S iy vievons ,X } thenT,is linearly

dependent and some vector in T, is a linear combination of the preceding
vectors in T, .since T is linearly independent this vector
cannotbe Y ,soitis X, ,i#j

repeat this process over and over
If the X vectors are all eliminated before we ran out Y vector then the

resulting set of Y vectors is subset of T is linearly dependent then Tis
linearly dependent a contradiction thus the number rof Y must be less

then n.

Corollary4: 1If S={X,;,X2, ....... , X tand T ={Y,,Y,.Y,,...Y, } are
bases for a vector space V then r=n.

Proof: Since T is linearly independent set of vectors by above theorem

implies that r < n
Similarly n <r hence n=r.

Definition :The dimension of nonzero vector space V is the number of

vectors in a basis for V.

We write dimV for The dimension V

Remarks:

1-Since {0} is linearly dependent then dim({0})=0

2. The dimension of R?is 2 and dim( R )=4 .

3- dim( P, )=n*1

_‘—--—___——- TN S " d——_———— - —— — - —— " ——— - — (oo o _,...-,'
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4-V is called finite dimensional vector space if the dimension of V is finite
number .

5- C(-w,» ) set of continuous function is subspace of the vector space of
all real —valued function on R are not finite dimension .

If S is linearly independent set of vectors in finite

Theorem3:
T for V which contains S

dimensional vector space V there is basis

Proof :Ex. (like example)

This th. Says linearly independent set of vectors can be extended to basis
for V.,

Example :Suppose that we wish to find a basis for R that contains
vectors X, =(1,0,1,0), X,=(-1,1,-1,0) -

We use theorem 5 as follows \
Let { E|, E;,E, ,E, } be natural basis for R where

Ei=(1,0,0,0) , E;=(0,1,0,0), E, =(0,0,1,0), E, =(0,0,0,1)
Let S, ={X,,X,,E|,E, E; ,E,}since S, spans R by theorem 2[Let S
FEXr KDy ailnnn , X} set of non-Zero vector space V and le} W=space

V then some subset of S is basis for W ] contains a basis for R

The basis is obtained by deleting every vector that is linear combination of

the preceding vectors
We check if E, is linear combination of X, ,X >
The answer is no .

Then we retain E,
We check if E, is linear combination of X; ,X 5, E,

The answer is yes, Then we delete E,
We check if E, is linear combination of X, ,X 5 , E,

The answer is yes , Then we delete E,
We check if E, is linear combination of X, ,X , , E,

The answer is no .
Then we retain E, the basis is {X, ,X,,E,,E,}

Theorem 6:Let V be n- dimensional vector space and let
S={X), Xz, ceeeerr , X } set of n vectorsin V

Y ——— - ———— - —— -
——————— — SO s o s vt v s, ot Sk i iia ok, s i i il
— — ———
L e s — ——
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; a) If S is linearly independent then it is basis for V .

b) If S isspans then it is basis for V.

proof :a)Let S = {X; . X 2, ....... , X} is linearly independent set of n
vectors in V .if X any vector inV the set {X X ,X,, ....... . wld
islinearly dependent since the maximal number of linearly independent
vectors in V is n .thus there is linearly dependent relation

cX + X+ Xs, ..., +c,,X,,=0

then S is basis for V .

b) suppose S is spans for V.
by[theorem 2:Let S = {X; ,X , , ...
space V and let W=space V then some subset of S is basis for W ]
but this subset must contain n vectors

thus S is basis for V.

, X 1} set of non-Zero vector

To find a basis for the solution space of homogeneous system

AX=0 we do the following : .
1 -solve the homogeneous system by gauss-Jordan redaction
2- write the solution as linear combination of vectors ,using arbitrary

constants as coefficients ,the set of vectors S thus determined spans the

solution space W .
3-find a subset of S a basis for W.

Example: find a basis for the solution space of homogeneous system

(120 3.4 {x | 10
¥y -3l Xy |19

i pe g 2 x; |=10

%o 50 0. L X4 0

2.3 2 5 2] |[%] 1Y

Solution : solve the homogeneous system by gauss-Jordan redaction



1 8 0 =3 =]

¥ S 0 o £
Lo T AR e
¥
fra 3 ~
000 0 0]
i ?
0 6 0 0 0|

L=

Every solution is of the form

3541

- 35 —1
!

X=f~ g~ =1 | * -
=t 1iinen®) where s and t are any real number

r

il i

§

!

Fi‘:;cry' vector in W is a solution and is then of the form given by (¥)
en <— ‘

Py |
ey g

X, =|-1 > { '”;‘
| 0
0 n

That‘is X, X ; belong to W from(**) we see {X;,X ;} spans W
Since S = {Xi X, } linearly independent it is a basis for Wand the

dimW=2.

 Exercises: ' “ ’ -




|-Is the polynomials  t*+1 ,t*-t+1 is a basis for P,?

2-Find a basis for subspace W of R3spans by
X,=(1,2,2 X=3.21) , X, =(1L10,7),X, = (7,64) what

dimW?

3-Find a basis for subspace W of R’such that every vector is
(a,b,c) and b= a+c what dimW?

4-Find a basis for the solution space of homogeneous system

V""r"
(e R ST | el

X
R Bl T
2:4:3° 3" 3l
LR G AR

B

What is the dimension ?

5-Proofif dim V =nthen any set of (n-1) vectors can not spans V.

6- proof'if W is subspace of n- dimensional vector space V and
dimW=dim V then W=V .

The Rank of matrixand applications

In the following lecture we obtain a good method for find a basis for
vector space V spanned by given set of vectors

Definition:

a4



. £
i sy, & Un
(1-,, ‘:127 CIZ/'I

Let A= be an m x n matrix
a‘,” (",,;2 2 L umn

The rows of A XiTZ A s Oy acionri ,a,,)

.................................

..................................

considered as vectors in R” , span a subspace of R” called the row space also
columns of A , considered as vectors in R” called the column space of A.

Theorem: If A and B are two mxn row equivalent matrices then the row

space of A and B are equivalent.
Proof :Ex.

Example : _
Let V be the subspace of R’spanned by
S={(1,-2,0,3,- 4),(3,2,8,1,4),(2,3,7,2,3),(-1,2,0,4,-3)} Find a basis for V

Solution : )

: 0
3 2 81 4
7

Let V be the row space of the matrix A = 4 -
<1, 2 " 44 =34
Now A is row equivalent to the following matrix B in reduced row echelon.
i 2 0
IORT B ) DN O A | L
From B = 5.6 .01, = the row spaces of A and B are identical and a
0000 0

r t};e row space of B consists of nonzero of B then
(030,071,—1) a baSiS for V .

basis fo
C1; 0,2,0, 1) €0, 1, 10, 1)




Definition :The dimension of the row space of A is called the row rank of A
and the dimension of the column space of A is called the column rank of A

Example :In example (1) the row rank of A is 3.

Example :Find the column rank of A In example (1) .

Sol: We must find the dimension of the column space of A , that is We must
find the dimension of the subspace of R* spanned by column of A. if we
- write columns of A as row vectors ;we get :

0

(O8]

N .

S O - O

0

LN N W

O O D

0

~q]

2

? Transform A’ to reduced row echelon form then
4 .
-3

217

24

—49

24

2| thus the vectors (1,0,0,4}) ,(0,1,0,=2) ,(0,0,1,%
0

0

Form a basis for the row space of A" . Then the vectors

17 [0]
0 |
0" |0
1! A9,
24 ] | 24 |

Lo

Wi —

form a basis for column space of A

And the column rank of A is 3.

L e e e e e e
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F ] [-1] [ lF3* |
Example:Let S={ |-2/,| I | =31,/ =5, =4| } and let V be the
IJ {1 i 5

- S - T
subspace of R” given by V =spans S for V

Sol: step 1

Let A be the matrix whose column the given vectors in S

>
I
|
(OS]
—_— L) = -

1 -4 5|
Step 2: Transform A’ to reduced row echelon form then

i
|
I}

B'=

S OO -

©S o o o
STS o

J

Step3: the nonzero vectors of B’ written as columns

0
0| ,l I | form a basisforV.

4] 42

Observe that the row and the column rank of A are equal.

Theorem : The row rank and the column rank of mxn matrix A are equal .

Proof: Let X;,X 2, ..., X berow vectors of A where



LTl e+

where X; =[a,, a

a a

Ll m2 : . mn

Let row rank A=k and the set of vectors {Y .Y,,Y,,...Y,} form a basis

for the row space of A where

e Qe | I TR PR R b, ]

Now each of the row vectors is
Y, Y,,Y,....Y, (basis)

That means that

b S g T o i S R Ty ¥ o
£ s o B T . N SR 5 Y,
b A SN L AN T R

linear combination

Where the r, are uniquely determined real numbers, then

a .= I'”b,_/ +I’,2b2]. s pROEP ) +r,,,b,g.
s P WL TR N ORI +r,, b,
a, =I, b, 4, b, 1, b,
ro i o ro
a, " ha Y
a,, &Y Fy Fak
Or e —":b,, . +bz, LT & A +ka
amj _rml_ _rmZ_ erk_

For j=1,2,.....n

of

Since every column of A is linear combination of k vectors the dimension

of the column space of A is at most k.
Or columnrank A < =row rank A

- ——— —_ . = =
— -
— -~

B S



Similarly , we get row rank < column rank A .hence row rank and the
columnrank of A are equal .

Definition:-we refer to the rank of A by rank A=The number of non zero
rows of Bl[where B is reduced row echelon form Al.

Theorem: The nxn matrix is nonsingular if and only ifrank A =n

Proof :Suppose that A is nonsingular then A is row equivalentto I .

So rank A =n ‘.
Conversely ,if rankA = n ,then A is row equivalent to I, .,then A

nonsingular.

Corollary :If A is nxn matrix then rank A =n if and only if [4]=0
Proof: (H.W).

Corollary :Let S= {X, ,X,, ..., X} setofnon-Zero vectors in R”and let
A be the matrix whose rows (columns) are the vectors in S . linearly
independent iff |4/#0.

Proof : (H.W).

Corollary :The homogeneous system AX=0 of linear equation has a
nontrivial solution if and only ifrank A < n.

Proof :The system AX=0 has a nontrivial solution then A is singular.
By corollary 1 |4]=0 then rank A<n

Conversely , since rank A <n then by corollary 1 |4/=0

Thus AX=0 of linear equation has a nontrivial solution.

I 2 0
Example: let A=|0 1 3| Transform A toreduced row echelon form B
2-F 3

We find that B= 1, thus rank A =3 and A is nonsingular. And Th

system AX=0 has a nontrivial solution.

C
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FEo20.0 I 0 -6
Example: let A=|1 1 -3| then A isrow equivalent to |0 1| 3 hence
A 0 0 O

rank A <3 and A issingular , And The system AX=0 has a nontrivial
solution.

Remark:The following statements are equivalent for nxn matrix A

I- A is nonsingular.

2- AX=0 has only the trivial solution.

3-A is is row equivalent to I,

4- |A4|=0

5-rankA =n

6-the rows(columns) of A form linearly independent set of n
vectors in R”.

The rank of linear system AX=B , Where

['an dy . . dp
Gy Gy - - Oy _

A= . .. .. .|Thus AX=B has solution iff B isa linear
aml a/n:’ & x amn N

comi)ination of the columns of A ,then rank A=rank [A:B]

Exercises: .
.2 ¢ 3
2 1 -4 =5
1-Find the rank of A where A = O
00 1 1|
Il -2 -1
2- Find the rank of A where A=|2 -1 3
7 -8 3

3-If A is 3x4 matrix what is the maximum value of rank A.

50



4« I A is 4«6 matrix, proof that columns A form lincarly dependent set
35- If A is 523 matrix , Proof that columns of A form linearly dependent

set.

Linear transformation

-

Definition :
Let Vand W be vector spaces. A linear transformation Lof Vinto W isa

function L:V—u W
assigning a unique vector L(x) in W to each x in V such that .

a- L(x+y)=L(x)+L{y).foreveryxandyinV
b- L(¢x) = clL(x}, for every x in V and every scalar ¢
Not:

e e

If V=W the linear transformation
L:V—— W is also called a linear operator on V.,

Let L: R’ —— R’ be defined by

Example :
L(x,y,z)=(x,y)

To verify that L is linear transformation we let
X:(xl’ylszl) and y;:(x?.vy.?ozf)

Than L x+y)=L{(xi.¥1,z)+(x2,¥2,22))
=l ( x!+x2 » Yt*‘)’z » z!+23) o (x!+x2 » )’!"’h)

=X, y1) +(x2,¥2) =L(X) + L (y)
Also if ¢ is a real number .

Then
L{ex) =L (ex;, cyr, cz) =( exp, ey ) =c (X, ¥;)

=¢ L(x)

Example: LetL:R'——5 R’ defined by

o
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