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Abstract 

This research aims to provide insight into the Spatial Autoregressive Quantile Regression Model (SARQR), which is more 
general than the Spatial Autoregressive Model (SAR) and Quantile Regression Model (QR) by integrating aspects of both. Since 
Bayesian approaches may produce accurate estimates of parameters and overcome the problems that standard estimating 
techniques face, hence, in this model, they were used to estimate the parameters. Bayesian inference was carried out using 
Markov Chain Monte Carlo (MCMC). The application was devoted to a dataset of poverty rates across districts in Iraq. 
Considering the poverty rate as the dependent variable with eight explanatory variables. The analysis confirmed spatial 

at poverty rates are heavily 
influenced by spatial dependence and that failing to consider this could result in the loss of important information regarding the 
phenomenon and eventually impair the accuracy of statistical index estimation.This affects the accuracy of poverty rate 
predictions. This enhancement offers suggestions for methods of reducing poverty. 

1 Introduction 

A statistical technique for examining and analyzing the 
relationship between the response variable (Y) and one or more 
explanatory variables (X) is regression analysis. The linear 
regression model's parameters can be estimated using various 
statistical methods, the most important and widely used being 
the ordinary least squares (OLS) method. OLS estimates are 
characterized by being the best linearly unbiased estimates. 
However, spatial data analysis can be biased due to spatially 
correlated observations. Spatial econometrics focuses on 
spatial effects and variables distributed based on location rather 
than time. In contrast, traditional econometrics focuses on the 
interactions between explanatory variables and their effect on 
the response variable. If there is spatial heterogeneity in 
regression coefficients, the regression becomes less capable of 
explaining the actual data phenomenon. In some cases, testing 
for spatial effects by including outliers in the data can lead to a 
method's failure to address these spatial effects. Therefore, 
what is often done is the removal of outliers. In reality, 
removing outliers might be a wrong step because, sometimes, 
outliers can provide information that other data cannot. By not 
including outliers in the model, the analysis results can be 
biased or may not reflect the actual phenomenon. 
There are several gaps in the literature related to the SARQR 
model and Bayesian estimation methods. First, because 
SARQR models are a mixture of two models—spatial 
autoregression and quantile regression—there is a dearth of 
theoretical knowledge regarding them. It is yet unknown what 

processes enable these models to analyze spatial data more 
effectively than conventional models. Second, there isn't a 
thorough examination of various Bayesian estimation methods 
in the context of spatial autoregressive models in the literature 
currently in publication; therefore, it's crucial to research how 
the selection of various estimate strategies influences the 
analysis's outcomes. Furthermore, researchers' and 
practitioners' capacity to properly employ SARQR models is 
h —AI 
Writing Submission) that are accessible to assist their usage. 
Finally, further study in this area is required to guide the 
outcomes of these models for policymakers across multiple 
disciplines, as the literature currently lacks a thorough grasp of 
assessing discrepancies between distinct quantiles and the 
influence of geographical variables on them. Researchers in 

focusing on spatial dependence in estimating cross-sectional 
models. They also proposed a balanced spatial variance matrix 
for disturbances and linked the results to more traditional 

 
Bivand and Klaasen published a small volume titled "Spatial 
Econometrics," which is considered foundational research on 
the topic of spatial econometrics and its distinctive 
methodology. They were the first to discover the geographic 
dependence among regre

explanatory variables on the entire distribution of the response 
variable. Quantile regression methods are primarily applied to 
continuous response variables; however, spatial dependence 
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has not been taken into account. Ignoring spatial dependence 
can lead to inconsistent and biased estimates. One study 
applied quantile regression to a spatial lag model for land price 
modeling, comparing confidence intervals with those from a 
parametric spatial lag model, highlighting the importance of 
spatial self-
that spatial correlation improved efficiency compared to 
standard estimates in a study by Yang, which used rainfall data 
from Illinois and simulation data to predict conditions using a 

assessed the effectiveness of macro-control policies on urban 
housing prices. The results showed that restrictions on home 
purchases effectively limited speculative demand, but the 
effective reduction of prices remains a challenge in high-priced 

 
There are some relevant literature reviews related to the 
research topic that have been studied by certain researchers, 

model, they employed the Integrated Nested Laplace 
Approximations method. The results indicated that the 
different ages of mothers significantly affect birth weight rates, 

conducted a study on spatial autoregressive quantile regression 
to analyze malnutrition data for toddlers in Bandung City in 

method and instrumental variable quantile regression to 
estimate the factors influencing malnutrition in children under 
five. The results showed different parameter values and 

quantile regression technique and potentially variable 
coefficients. The changing coefficients were approximated 
using the B-spline. For the coefficients, tests of rank scores 
were developed for the invariance and constancy of changing 

quantile regression to assess social vulnerability to local 
economic and public health outcomes during the COVID-
pandemic. It reveals that social vulnerability varies within 

 
The issue of spatial dependence in the analysis of economic 
and social data is a vital concern that requires significant 
attention from researchers, as this problem directly affects the 
accuracy of the estimates and models used. In many studies, 
the impact of spatial dependence is often overlooked, leading 

an effective tool for addressing this issue, as it allows models 
to account for the effects of spatial variables on the response 
variable. However, many gaps remain in the literature 
regarding the estimation of this model using Bayesian methods 

success, they may lack the flexibility needed to handle complex 
spatial data that involve non-linear relationships or 

use of Bayesian estimation methodologies for spatial 
autoregressive quantile models is an urgent necessity, as such 
studies can contribute to enhancing the understanding of spatial 
dynamics and provide more accurate. where observations are 
taken from a set of locations or positions. The research 
becomes more challenging due to the complexity of the 
potential spatial dependence between different locations. 

Therefore, it is necessary to consider the spatial varying 
coefficient model instead of the ordinary spatial regression 
model . 
The purpose of this study is to explore the impact of the spatial 
autoregressive quantile model and the Bayesian estimation 
method on spatial data analysis, focusing on addressing the 
knowledge gaps in the current literature. The study aims to 
analyze the model's effectiveness by assessing how to integrate 
spatial autoregression with quantile regression to achieve more 
accurate and reliable estimates. Additionally, the study seeks 
to explore the effect of using Bayesian estimation techniques 
to improve the accuracy and effectiveness of the models and to 
understand how different estimation choices affect the results. 
Furthermore, the study will conduct practical applications on 
real data to analyze social and economic challenges, 
contributing to enhancing the understanding of the relationship 
between spatial variables and their impact on outcomes. By 
providing valuable insights for policymakers on how to use 
these models to analyze complex issues, the study hopes to 
support more informed decision-making. The research 
hypothesis posits that the Bayesian estimation method can 
accurately and effectively estimate the parameters of the 
SARQR model. Accordingly, the study aims to estimate the 
parameters of the spatial quantile regression model using 
spatial analysis methodology to obtain accurate and realistic 
results and predictions. 

analysis, weight matrix, QR, SAR, and SARQR models, 
parameter estimation method, and comparison criteria. Section 

observed results and offers further 
guidance. 

2. Methodology 

2.1 Spatial analysis 

Spatial analysis, often known as spatial data analysis, is a 
method used to measure spatial relationships between 
phenomena based on location measurements. It helps 
understand the dispersion of phenomena on Earth's surface and 
predict their future behavior. It assumes each phenomenon has 
a specific range and spread, and aims to uncover mutual spatial 
relationships between components and multiple types of 

point pattern distribution random, uniform, or clustered 
determines the methodology of spatial analysis. Serial 

Statistical theory and geographic methods significantly aid in 
understanding the potential for geographical and temporal 
dev  

2.2 The Spatial Weight Matrix 
The spatial autocorrelation matrix is a square matrix used to 
represent spatial relationships, denoted by the symbol (W). It 

 
The choice of spatial weight matrices is crucial for determining 
spatial effects and determining spatial correlation. The results 
of any spatial analysis depend on the matrix used, so selecting 
the appropriate weight matrix is essential. Determining spatial 
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correlation is a fundamental requirement before initiating 
standard spatial econometric analysis or exploratory analysis 

 

W =
w   w

               
w    w

                                                                   (1)  

there are many types of spatial weight matrices, including : 

 2.2.1 Binary Contiguity Weights Matrix:   

as shown in the formula  
W = 1      i  neighbor

0         otherwise
                                                         (2) 

 
 
a) Rook Contiguity: is a common contingency where two 
adjacent areas share a common border. 
b) Bishop Contiguity: Contiguity occurs when two areas 
share a common point. 
c) Queen Contiguity: This matrix combines elements from the 
Rook and Bishop contiguity matrix. 
d) Linear Contiguity:The has elements indicating adjacent 
areas and zero elements indicating only one or no adjacency in 
a row. 
 
2.2.2 Row-Standardized Weights Matrix: 

This matrix is called the adjusted matrix, where the sum of each 
row equals one. It is calculated based on the Binary Contiguity 

 

W =   w
      i  neighbor  j      0 < w 1

0          otherwise
           (3) 

 
2.3 Quantile Regression 

Referred to as a robust and alternative regression method to 
ordinary least squares (OLS), most studies indicate that robust 
regression is insensitive to outliers and heteroscedasticity, 
making it capable of accommodating residuals that do not 
follow a normal distribution, which are common in many 

  Instead of being restricted to estimating 
the conditional expectation (E(Y|X)) as in ordinary mean 
regression, quantile regression allows for a more thorough 
analysis of the relationship between the response variable and 
the explanatory variables by estimating various conditional 
quantiles (Q (Y/X), 0 < < 1)  of the response variable 

as econometrics, finance, medical studies, agriculture, and 
others. The mathematical formula for the quantile regression 
model is shown below: 
Q (Y/X) = X                                                                             (4)  
Where:                                                                                    
Y: A vector of observations of the dependent variable.          
X: A matrix of observations of the explanatory variables.      

 
 

min (y x )                                                              (5) 

where (. ) is the check function. To select the loss function, 
 

( ) =                        if      0
(1 )          if       < 0  , = y x         (6)  

Alternatively, it can be phrased as follows:                                         
( ) =   | | ( )  = I( < 0)                                  (7) 

2.4 Spatial Autoregressive model  
is a model that uses cross-sectional data to combine simple 
regression with spatial lag on the dependant variable. Spatial 
lag is symbolized by SAR. The specification of the spatial lag 
is characterized by including a new variable located on the 
equation's right side. When analyzing spatially related data, 
self-correlation and spatial dependence must be taken into 
account to avoid biased estimation. Generally, spatial models 
are important for researchers due to their ability to calculate 
location-specific effects. Also known as the Mixed Spatial 
Autoregressive Model or Spatial Lag Model, this model 
represents a special case of the General Spatial Autoregressive 
Model (SAC) proposed by Anselin. Mathematically, it can be 

 
                                  

Where:                                                                                                         
: is the parameter representing spatial effects or it's also 

called the spatial autoregressive parameter.                                                
W: A ( (n×n) ) contiguity matrix.                                                       
: vector of random errors.                                                           

In: Represents an (n×n) identity matrix.                                          
The value of the spatial autoregressive parameter falls within 
the range  - . 

2.5 Spatial Quantile Autoregressive Model 
This model, represented by the notation SARQR, combines 
two models: quantile regression and spatial autoregressive 
regression. It is distinguished by its capacity to resolve the 

Regression parameters and a spatial lag parameter in the 
SARQR model are dependent on certain quantile values. This 
model's mathematical formula is as follows: 
Y = WY + X +                                                                  (9)                    
Where:                                                                                               

: Represents the spatial autoregressive parameter at quantile 
( ). 

2.6 The Bayesian method for estimating parameters of the 
SARQR model. 
Involves use of posterior probability function, which is crucial 
for providing information about unknown features in the 
model. Therefore, determining the posterior probability 
function is a critical step in initiating the estimation process. In 
the case of SARQR, which does not assume a specific error 
distribution in its analysis, specifying the posterior probability 
function becomes challenging. This limitation historically 
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restrained the use of Bayesian methods in SARQR estimation 

asymmetric Laplace distribution to represent error bounds in 
linear QR models, regardless of the actual data distribution, 
reflecting the typical behavior in quantitative regression 

 
Despite the significance of this assumption in Bayesian 
estimation, difficulties arose in deriving subsequent 
distributions. However, Yu and Moyeed suggested the 
potential use of Markov Chain Monte Carlo (MCMC) methods 
to overcome these challenges, which are crucial even in 
complex scenarios for obtaining posterior distributions. The 
probability density function of the asymmetric Laplace 
distribution incorporating the measurement parameter can be 

 
f ( ) = (1 )  exp{  ( )}                                   (10)  

becomes as follows: 
f ( ) = (1 )  exp {  ( )}                   (11)  
 
Where: 

: represents the random error term (residuals), which has a 
bounded distribution. 
F( ) f ( )d =   or  F ( ) = 0                             (12)  
The distribution of the dependent variable will be an 
asymmetric Laplace distribution, according to the probability 
density function in equation below: 
f (y ) = (1 )  exp {  (y  wy  X  )}  (13)   
The minimization of the equation L(y, x) =  (y

 wy  X  ) used in the conventional method for parameter 
estimation of the model is equivalent to maximizing the 

 
Using 
obtaining the Bayesian model of posterior distributions, and 
the algorithm tends to be inefficient. Therefore, it is 
noteworthy that many researchers have used the mixed 
representation of the asymmetric L
when paired with Bayesian methods. This approach is of great 
importance in facilitating computational operations in 
posterior distributions for parameter estimation. One of the 
most famous transformations (ALD) was developed by 

demonstrated that the asymmetric Laplace distribution can be 
represented as a mixture of normal and exponential 

 
Assuming that (z) is a random variable distributed according to 
the standard normal distribution, meaning 
f(z) =   

  
exp            < z <                       (14)  

And assuming that (e) is a random variable following an 
 

f(e \ ) =   exp                 e 0                               (15)  
e  and z  are independent. 

follows asymmetric Laplace 
distribution has the probability density function as follows: 

= k e + k  e z                                                                (16)  
From the above result, the regression model can be as: 

y = wy + x + k e + k  e z       i = 1, 2, … , n

e ~ exp                                                                            
z ~ N(0,1)                                                                              

k1 =   
 ( )                      k2 =

 ( )                     

            (17)  

Based on the mixed representation of the error distribution in 

variable (y) given the error variable (e) follows a normal 
distribution with mean ( w y + x + k e ) and variance 
(k e ), as shown in the equation below: 

p(y\ , , , e, x)   
  

 |I w| e
 
      (18)  

a) Prior distributions: For conducting Bayesian analysis, it is 
essential to specify the prior distributions, which play a crucial 
role in shaping the future estimation method of model 
parameters. It is assumed that the parameter  is independently 
distributed according to a normal distribution (N(0, )), with 
the function as follows: 

( \ )   ( )    e
  

             k = 1, … , p                (19)  

method akin to that of researchers Kozumi and Kobayashi 
a   and 

scale parameter b : 

( )  ( )  e    
                                                       (20)  

In this study, the prior distribution for the parameter  was 
assumed to be uniform, ranging between ( ,  ), as: 

( )~ U( , )                                                             (21) 
As for the prior distribution of the parameter ( ), which 
includes ( ), it is specified as an inverse gamma distribution, 
depicted as follows: 

( )  ( ) ( )   e
 
  

                                                 (22)  
 
b) Full conditional distributions: In Gibbs sampling, where 
these distributions are obtained from the posterior distribution, 
obtaining entire conditional distributions is a fundamental 
prerequisite. The full conditional distributions for the model, 
which have been derived, are illustrated below: 

\  
p( \ , , e, , y, x) ~ N( , )                                   (23)  

where:   =
  

    x    

= +
 

 = w y + x,   

 
 from conditional distribution p( \ , , e, , y, x),  

p( \ , , e, , y, x) p(y\ , , , e, , x) (e \ ) ( )  

=  e

 

 

   
p( \ , , e, , y, x) ~ InvGamma(a  , b )                           (24) 
 
where: a = a +            
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b = b +
 

+ e   
 

 from conditional distribution p( \ , , e, , y, x),  
p( \ , , e, , y, x) p(y\ , , , e, , x) ( )  

= |I w|e   

 

 
 

 from conditional distribution p( \ ),  
p( \ ) p( ) p( )  

=  ( )   

 
 

 

   
p( \ ) ~ InvGamma(a  , b )                                         (26)  

where: a = a +          ;        b = b +    
 

 from conditional distribution p(e \ , , , y, x),  
p(e \ , , , y, x) p(y\ , , , e, , x) (e ) 

= e   e

    

  
p(e \ , , , y, x)~ GIG , m , n                                 (27)  

where: m =
 

;  n = +       
 
2.7 Comparison criteria  

Choosing a specific method among several options is crucial in 
data analysis statistical criteria are used, such as:  

2.7.1 Mean Absolute Percentage Error:  

It is one of the most common criteria for prediction accuracy. 
It is calculated as the average of the absolute error divided by 
the actual value, summed over all observations (n). A lower 
value indicates better performance. The specific formula for 

 
MAPE =                                

                                   (28)  
2.7.2 Root Mean Squares Error: 

It is the product of the square root of the total squared errors 

root mean squared error (RMSE) value. This criterion's 
particular calculation formula is [25]. 

RMSE =      ( )    
                                                         (29)  

 
2.7.3 Coefficient of determination: 
The coefficient of determination, known as R-squared or 
R2, is a statistical measure that represents the percentage 
of the dependent variable's variance that the independent 
variable (X) in a regression model explains. Its value lies 
between 0 and 1, where a value close to 1 indicates that the 
regression model explains a large portion of the variance in 
Y. The model with the highest value is considered the best 
fit, which is calculated using the following formula:[8] [9] 
R =    ( )   

 ( )   
= 1    ( )   

 ( )   
                               (30)  

 
3 Results 

3.1 Data 
The data was obtained from the Central Statistical 
Organization of the Ministry of Planning. The poverty rate is 
the variable that is dependent (Y) in this research, and it was 

non-

excluding the Kurdistan Region. 

3.2 Tables 
In this section, to uncover the objective and significance of the 
research, real data representing poverty rates in the districts of 
Iraq were analyzed. The estimation of SARQR model 
parameters was conducted using Bayesian methods, assuming 

application results were obtained using the R programming 
 

 

 
Parameters    

 
    
    
 -  -  -  
    
 -  -  -  
 -  -   
    
 -  -  -  

    

 
Parameters    

 
    
    
 -  -  -  
    
 -  -  -  
    
    
 -  -  -  

    

 
Parameters    
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 -  -  -  
    
 -  -  -  
    
    
 -  -  -  

    
Estimated parameter values for the SARQR model at 

 
Parameters    

 
    
    
 -  -  -  
    
 -  -  -  
    
    
 -  -  -  

    

 
Parameters    

 
    
    
 -  -  -  
    
    
    
    
 -  -  -  

    
The estimated value of the spatial correlation 
when seen in all scenarios, varies and indicates spatial 
dependence among the districts. The highest value was 

 
The comparisons were made using metrics like coefficient of 
determination, root mean squared error, and mean absolute 

 
                                                                                                                                                                                                                              

 
     

  

 
R     
RMSE    
MAPE    

 
R     
RMSE    
MAPE    

 
R     
RMSE    
MAPE    

 
R     
RMSE    
MAPE    

 
R     
RMSE    
MAPE    

Based on the tables above, it can be observed that the highest 
values for the metrics (R , RMSE, and MAPE) were recorded 

 

4 Conclusion 

The research results indicate that using the Spatial 
Autoregressive Quantile Regression Model (SARQR) with the 
Bayesian estimation method produces accurate estimates of 
poverty parameters, taking into account the spatial effects 
between different regions. By comparing the model using 
various criteria Mean Absolute Percentage Error and Root 
Mean Squares Error and the value of R-squared, it was found 
that the Bayesian method provides precise estimates that 
effectively reflect the spatial variation in poverty data. Spatial 
correlation was observed when analyzing the data, with the 

geographical dependence between regions in the model. Based 
on these conclusions, it can be stated that the Spatial 
Autoregressive Quantile Regression Model (SARQR) with 
Bayesian estimation and its evaluation across different 
performance criteria and quantiles provides an effective 
analytical tool for studying poverty. It is recommended that 
policymakers improve poverty alleviation strategies by 
targeting the most needy regions based on accurate spatial and 
quantile analyses. 
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