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  In this paper, the maximum likelihood estimates for parameter ( ) of 

two parameter's Weibull are studied, as well as white estimators and 

(Bain & Antle) estimators, also Bayes estimator for scale parameter ( ), 

the simulation procedures are used to find the estimators and comparing 

between them using MSE. 

  Also the application is done on the data for 20 patients suffering from a 

headache disease.  

  

  The aim of this research is to fit the probability death density function, 

for the remission times of 30 patients suffering from a headache disease, 

the distribution fitted, are two parameters Weibull (with    is scale 

parameter, and    is shape parameter). These parameters are estimated by 

maximum likelihood method, and by white estimations method, and the 

Bayes estimators where    is considered random variable having prior 

distribution. And fourth method is due to (Bain & Antle).Different 

estimators are found through simulation experiments and the results are 

compared by mean square error. The research include also application. 

  maximum likelihood estimators, white estimators, Bayes 

estimator of  , Bain & Antle estimators, MSE (mean square error), loss 

function. 

 

 



  

Let  are independent survival times for    individuals, each of 

them have a constant hazard rate  . Let   i.e,    is total 

survival time of all    individuals, the probability death density function 

can be determind using mathematical induction procedure, many 

probability death density can be demonstrated through applying 

mathematical induction on hazard rate function. Some application of the 

hazard rate, are the studying a group of patients suffering from a kidney 

disease, in which the failure rate of each kidney is constant and equals, 

for a patient to die from this disease. Both kidneys must fail. Hence the 

hazard rate of these patients with this disease is   and it is 

increasing function of tie for    

  We consider here a widely used hazard rate which is the Weibull hazard 

rate given in the equation: 

                                                                   (1) 

   are real parameters and   

  If   then we can write Weibull hazard rate   as: 

                                                                             (2) 

  Then the death density function  and survival distribution of  

  are: 

                                                                    (3) 

                                                                                (4) 

  And cumulative distribution function  

                                                                         (5) 

  This paper is organized as follows, section (1) include introduction and 

section (2) deals with introducing different methods to estimate the shape 

parameter ( ) and the scale parameter ( ), with simulation procedure to 

obtain the best estimator which have smallest mean square error (MSE), 

 

 
 



while section (3) include the application of the above estimators, on the 

data for  20  patients. 

  

  

 let    be a random sample from  defined in (3), then the 

joint function; 

                                 (6) 

                          (7) 

Differentiating    with respect to  ; 

                                                                             (8) 

                                             

From  (8) and (9) we get; 

                                                          

                                                                                       (10) 

which is an implicit function of     

when     and from (9); 

                                   

                                     

                                                           (11) 

  

 
(9) 



  This method depend on simple linear regression to estimate ( ), using 

F(t). 

                                               

                                           

                                                 

                              

Comparing with; 

                                            

                                                  

where,   

Since the least square estimator of   

                                                    

                                                    

Therefore;   

                                                                                  (12) 

                                                                                    (13) 

  

Suppose the scale parameter    is random variable having prior 

distribution  , 

                                       (14) 

Then    is the posterior distribution of    given    is found from; 



                                                     (15) 

                       

                       

                            

                  

                             

     

 

which represents Gamma distribution with ( ) 

Then according to the squared error function  , the Bayes 

estimator of parameter    (when   is known) is giving by; 

                                                                        (17) 

where  a, c are constant, and (  is known) or estimated. 

  

The fourth method for estimating the parameters of common death 

density function Weibull  ( )is called (Bain & Antle) estimators, where 

the estimators  ( ) are suggested by , which 

jointly maximize the agreement between is the i
th
 

largest value of    in the sample. We apply the least squares 

method to maximize this agreement, thus  ( ) are chosen so that; 

                                                (18) 

  is monotone function of both    and   , let; 

                                                                          (19) 
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This choice of    gives the density function; 

                                                      

Let   be ordered values of sample, then; 

                                                         (20) 

To obtain closed estimators ( ), we chose   as the natural logarithm 

function , then minimize the function (21); 

                                        (21) 

with respect to    and   , this yield the estimators; 

                                                                             (22) 

And, 

                                        (23) 

  

The following data represents recorded relief time (in hours) for 20 

patients taking an analgesic to relive headache pain: 

 1.1 1.4 1.3 1.7 1.9 1.8 1.6 2.2 1.7 2.7 

4.1 1.8 1.5 1.2 1.4 3.0 1.7 2.3 1.6 2.0 

 

Starting with   solving equation (9), we find the maximum 

likelihood estimator of     applying this in (10), we find  

, according to this   

The estimating mean  ( )  (which represent the mean relief time); 

                                



From equations (21) & (22), the Bain & Antle estimators of; 

                      

Bain & Antle estimators are unbiased in small samples, it is less bias than 

maximum likelihood estimators in small samples. 

However, for large sample properties of the maximum likelihood 

estimators still make them quite attractive for sample sizes of 50 or more. 

Also the white estimators of    which are denoted here    are 

found from the data, and equation (12), , equation (13), we 

find  , also   The following table summarize 

the results of estimated parameters from data. 

Estimates     

 
0.12 2.79 1.89 

 
0.081 3.44 1.87 

 
0.085 3.35 1.89 

 
0.092 3 1.88 

  

For all estimators the estimated ( ) (mean relief time) (  

This is considered as the mean time after it, the patient must take the 

treatment.  

 

  

1- The maximum likelihood estimators cannot be obtained in a closed 

form (equation 10 & 11), need numerical method to find the estimators of 

MLE, but this difficulties are not important due to the properties of MLE 

estimators. 

2- In Bayes estimator, only the scale parameter ( ) is considered random 

variable having prior distribution , while the shape parameter ( ) is 

considered known. 

3- For Bain & Antle estimators, only we consider  in 

order to obtain the simple estimator ( ), we can use another form 



like , but due to the nature of research which 

insisted on application of death density function, the selection  

 is enough.  

4- The estimator's by white method depend on simple regression 

procedure, which is depend on minimizing the sum squares of the 

differences between observed and expected values. The estimators of  

 

5- All the estimators are obtained for complete sample size, it can be 

modified to the case of censored failure times. 

6- All the estimators agree very well with   (estimated 

mean relief time). 

7- The concept of this research can be expanded to compute the variance 

of estimated parameters and to build confidence limits for estimators. 
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