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Abstract

Linear programming currently occupies a prominent position in various fields and has wide
applications, as its importance lies in being a means of studying the behavior of a large number
of systems as well. It is also the simplest and easiest type of models that can be created to
address industrial, commercial, military and other dilemmas. Through which to obtain the
optimal quantitative value. In this research, we dealt with the post optimality solution, or what
is known as sensitivity analysis, using the principle of shadow prices. The scientific solution
to any problem is not a complete solution once the optimal solution is reached. Any change in
the values of the model constants or what is known as the inputs of the model that will change
the problem of linear programming and will affect the optimal solution, and therefore we need
a method that helps us to stand on the impact of changing these constants on the optimal
solution that has been reached. General concepts about the binary model and some related
theories have also been addressed. By analyzing the sensitivity, we relied on real data for a
company that transports crude oil and its derivatives. The mathematical model was formulated
for it and the optimal solution was reached using the software. Ready-made sop WINQSB and
then calculate the shadow price values for the binding constraints, in addition to what

Keyword: Linear programming, dual model, shadow prices, sensitivity analysis, fuzzy
numbers

B A G|

Lgiaad) (a3 3| Ar) g gl Ll 5 Aaliae lae 8 ge pe 138 pa pualall gl 6 ddadl) daa ) Jins
Aallaal o 5Ll (Say 3 il 1 53] Jgad 5 dasy) 223 Lgild O Zlai) (e o€ dae sl Al ) Al L S5
D) e panl Lgihausd 55 Sy A 4l ) e e gene b a5 4 Sue 54 jlad s hie lia O liars
Sensitivity dsubeal) Jidats o e e ol post optimality Aabiel) a Lo Jad) e Lilalad Sl s A JieY) oS
J sl 3 e DS Sla (5 Al (5 alall Ja) ), Shadow Prices Jlall jeul eau alasiuly Analysis
Gobaal daa i) 100 Ga i (o3 723 saill C0lA ey Ciya La ) 23 pall sl i a8 ik (5 o), ) Jall )
Jia¥) dall o cal gl oda s ) e gl b Uae by slul () dalsy (i adde 5 i) dall e Sisan s
Liaie ) dbual) Jalaty Alaial) il il mny s U 23 saill (o Aale amlia (55 a3 S agl) Jua sil) o3 20
Aozl JiY) Jall G sill 5 L oaials 1 3 gaill Al 3 08 5 4dliiia 5 ALAY) Jadil] Ji5 AS 0 dda il e
Wl 4Ll | binding constraintssasiivall 2 58ll Jhall jlal ad Glua &3 s wingsh Jaladl @ suladl zals 5
e iy 3aa sl 4 i 5 Aplaal) Aial) B 8 et l Aaa il 23 g Candl 138 8 L paid 288 03le ) KD
Anbuall #2350l allas Ja A prime numbers 43 5¥1 dlaeY)

laal) olae Y duboall Jalad Rl S 23 gaill, et daa yal) salidal) cilalSl)


mailto:Iraq.t@sc.uobaghdad.edu.iq

1. Introduction

The fact that linear programming is currently generally recognized as a helpful technique in
operations research, management science, and other sciences is one of its benefits. Numerous
businesses employ this kind of modeling to address a variety of real-world issues, including
those relating to allocation issues, production mix issues, transportation issues, and challenges
with planning production. The research problem'’s choice variables have linear relationships,
which is the Linear Programming Problem (LPP) [1] the decision variables can be constrained
to a certain solution area by various constraints, and the linear objective function (for example)
is determined by maximizing profits or minimizing costs. The binary or corresponding model,
which has a helpful economic explanation and is frequently utilized in economic theory, is one
of the intriguing aspects of linear programming. Theoretically significant, it also touches on
the topic of sensitivity analysis in linear programming, and it is generally known that in linear
programming, the best values of binary model variables are seen as the shadow prices (border
values) of the coefficients on the right side of the constraints. On the basis of optimization,
Simplex has been well developed because it involves less computational work and many

studies and books, including [2], have used this technique.

The validity of shadow pricing and how they could be determined with or without pre-made
programs were reviewed in 2000 by James K. [3]. He also discussed some of the well-known
outcomes in this area. Furthermore, in 2005 Jan Staller [4] presented a study in which he
demonstrated how to alter the ideal solution when the right side changed. He explained the
origin of the issue, how his proposed solution used the pivoting algorithm method and the
relationship with the interior-point method's post-optimization outcomes to establish the best

change vector as a change in the amounts of resources that were accessible, [5]

2. Dual Modeling

The target function of the model or the value of the optimal profits are both equal to the value
of the available economic resources, valued at shadow prices. Whether it seeks to maximize or
reduce a particular function is related to the idea of the binary model that supports the original
model. In the event that the binary model contains fewer constraints and variables than what is
present in the original linear model of the problem, the binary model offers management a
wealth of information that aids in decision-making, lowers calculations, and saves time and

money [5] .



Since the primary objective of the original linear model was to maximize marginal profits, this
marginal profit is the return on variable costs, or the difference between the selling price of
goods and their variable expenses. And outputs (price of goods), and hence their profits. In
light of this, since the original model seeks to maximize profits and is concerned with selecting
the best production assortment (outputs) in light of constrained economic resources or inputs,
and thus profits cannot be maximized without these resources. The binary model seeks to
reduce these readily available resources that aid in generating profits and to determine the
shadow prices of these resources under fundamental constraints that demand that the cost of
the resources required for each product at its shadow prices be greater than the marginal profit
for each product. The binary model therefore aims to identify and lower the shadow pricing of

the readily available economic resources.

The binary model is built from the standard formula for the inequalities of the linear

programming model, as shown in the table below in the form of matrices:

Original modeling Dual modeling
Maximizei/iz,=c X Minimizel/0izp= b'n
s.t s.t
Ax<b AT b> T
X >0 Y >0

Such that

A: comparable to the technical coefficients matrix for a linear model with m rows and n
columns c,

X: vectors of unknown variables with dimension n.

Y: vectors of unknown variables for the duality problem.
C: vector with n coefficients in binary modeling.

B: vector with m arbitrary values.

There are numerous connections between the outcomes of the initial model and the binary problem,
and these connections are crucial for understanding the outcomes. As X represents any value
alternative to the initial model, Paul A. Jensen & Jonathan F. Bard in 2002 [6] went as far as to
regard these relationships as theorems with their proofs. And that is any viable answer for the

binary model, x*, as well as, if any, the best answers for each of the two models discussed above.



Theorem 1(weak duality) [7]

If the acceptable solution is represented by X, Z,y, is the value of the objective function that
is (Maimize) for the original model, the acceptable solution is represented by, and z D (x) is
the value of the objective function that is (Minimize) for the binary model, then z p (x) <z, ()

is the value of the objective function that is (Minimize) for the binary model, then

1- z, (x) < zp(x). Hypothesis Ax < b accepts the prototype's solution as correct.

2- The result of multiplying both sides by m of the previous equation by is Axm < b m.

w
1

The assumption A > c accepts the answer for the relevant model.

4- We obtain "Ax" by multiplying both sides of the previous equation by mAx > cx.

ol
1

Steps 2 and 4's quotients are added to obtain cx<Axm <bm or Zp (X)< Zj (X).
The above hypothesis leads to a number of practical relationships.

- The value of Z,, (x) for any x is the lower bound of Z,, (7).

- The value of Z,(x)for any & is the upper bound of Z, (™).

If there are acceptable solutions for x and the original problem is unbounded, then the solution

is no feasible for the binary problem .

If there are acceptable solutions to = and the binary form is unbounded, then the solution is no

feasible for the original problem x.
Theorem 2(Sufficient Optimality Criterion) [7]

Assume that the binary model's objective function is z,(x) and the prototype's objective

function is z,(x). If x a pair of feasible solutions for the prototype and the binary model
achieves z,(X ) =z () , then X is the prototype's optimal solution and is the binary model's

optimal solution

1. Determine the optimization of the initial solution: z, (£ ) <z, (x *).
2. The accepted solution of the binary form for z,,z, (X ) <z, (n*).

3. Determine the optimization of the binary solution: z, (z* )<z, (7).

4. Adding up the above steps: z,(X ) < z,(X*) < zp, (n*) < zp ().



5. Suppose objective functions: z, (£ ) = zp (7).

6. Combining steps 4 and 5: z,, (X ) =z, (X*) =zp (n*) =z ().

A oA

So x,7 is optimal.
We come out with some conclusions from the previous theorem:

- If the two objective functions are equal, then both solutions that are acceptable for both the

initial and binary models are optimal.

- If x* is an optimal solution for the prototype, there is a finite optimal solution for the binary

model with the objective function z, (x *)

- If * is an optimal solution for the binary model, there is a finite optimal solution for the

prototype with a target function z, (*).
Theorem 4: (Strong Duality) [7]

The values of the goal functions for the two models are equivalent if either the initial or binary
model has a workable optimal solution. To put it another way, allow the basic model to have
an ideal outcome x*= (x;*,x,*...x,*), and the binary model has an optimal solution also 7*=

(%, >y ), then X0, ¢ix* = Xt bjx™

Theorem 5 :( Shadow Prices) [7]

The standard approach of resolving the linear programming model the shadow prices and
opportunity cost, which are defined as the lost profits for the best alternative that comes after
the chosen alternative or as an expected theoretical value for the alternatives abandoned as a
result of choosing a specific alternative, are two examples of information that the simplex

method provides that the graphic method does not. Three different sorts of these fees include:

1. The cost of acquiring a unit of production resource from a source outside the production

institution is one example of an external opportunity cost.

2. The internal opportunity cost, which is the rate of return the institution can get in exchange

for helping to pay its fixed costs and earn a profit.

3. The total opportunity cost, which comprises the internal opportunity cost (the return obtained

by the facility) and the external opportunity cost (the cost of getting the manufacturing



resource), is of obvious benefit in justifying the choice to add a new product to the production

mix.

The idea of a resource's shadow price can be summed up as the rise or fall in the value of the
objective function as a result of an improvement or deficiency increasing the quantity of that

resource that is readily available by one unit will result in higher marginal profitability.

1. The indirect method (by-product method): The values that appear under the Slack Variables
in the best possible simplex table for the (original) LPP [8] can be used to determine the shadow

pricing.

2. Binary model approach: Shadow prices are produced by converting the initial issue of the
LPP into a binary model, which primarily seeks to ascertain the shadow price of the available

economic resources.

The rate of change in the objective function as a result of a change in the value of the resource
(bi), sometimes referred to as the right side of the constraint, is the shadow price of a constraint,
let it be I(i). When the objective function in the initial model is identical to the objective
function in the binary model, the value of the objective function in the best solution is

represented as follows [2].

Since Z*=v*=bT* and the initial solution is described as a non-degenerate one, this connection

can be utilized to display the cost associated with b; at the ideal value (*). This idea states that

the partial derivative of the function Z with respect to b;, which is expressed as 0Z/ (0b;)=m*,

can be used to determine the value of the change in Z as a result of a change in the resource

(by).

The price connected to the right-hand side of the constraint, also known as the shadow price,

can be inferred from the definition above, which is credited to Paul Samuelson in 1965 [9]

3. Economic Interpretation of Shadow Prices

The simplex method's goal is to identify the fundamentally workable solution that employs the
most economical technique. The whole cost, i.e., is represented by the binary model's objective

function.

v=rT b= Z?;l T[ibl' e (D)



Since * indicates the implicit income to cover the direct costs (shadow price) for each resource
in light of the initial basic variables, I b; is the compensation for the direct costs. Where m; b;

is the factorial of the simplex associated with the basic variables. }7_; ¢;x;

By studying each row (j) of the binary problem that corresponds to column (j) of the initial
problem and applying the aforementioned interpretation of the objective function and variables
of the binary model, v, we can determine that each unit j of activity (or product) in the initial

problem a;; consumes a unit of resource i

The indirect implicit cost of the resource mix used or produced by one unit of activity j, as
determined by the binary problem's use of shadow pricing (the constraint's left side), is known

as.
Zﬁl al'jTl.'i (2)

Since the direct cost per unit of activity in the binary problem is derived from constraint c;the

constraint j in the binary form
Zﬁl a;m; < G ... (3)

Can be thought of as including implicit indirect costs. For the materials consumed by activity

c;jand must not exceed the direct expenses ¢; if these costs are exactly less than ¢;, he is not

compensated for participating in the activity c;
?;1 aijT[i > Cj (4)

On the other hand, the constraints in the binary form associated with the non-basic variables
xy, may fulfill the acceptable or unacceptable solution, and this means C=Cy-NT m, as it can
be C_‘] >0 then the constraint in the binary form is acceptable or C_‘j< 0, then the restriction is not
acceptable. From an economic point of view, C;< 0 means that activity j uses resources more

economically than any other activity out of the sum of activities
4. Sensitivity Analysis

Sensitivity analysis is a technique that assesses the impact of changes in the decision model's
inputs on its outputs. Through this technique, it is possible to examine changes in the values of

the model constants and determine how much these constants can vary before the previously



specified optimal solution becomes suboptimal. The greater the degree of sensitivity of the
decision to change, the more these constants can vary before this happens. When one of the
model's constants must be carefully estimated in order to avoid deviating from the ideal later,
this takes additional time and effort. Post-optimization analysis is another name for sensitivity
analysis [10]. The majority of real-world issues involve data that is not known for sure, for
instance, the cost of raw materials may vary after the model is solved or the costs utilized may
just be an educated guess as to what will be in the future [11]. The right-hand side of the
constraint may change as a result of a rise or fall in the amount of resources on the market or
transactions that may alter as a result of modifications to product specifications. Sensitivity

analysis is crucial for a number of reasons [12]:

1. Considering the modifications to the model's parameters, the stability of the optimal solution

might not be acceptable.

2. It is possible to modify the values of the constraints and the coefficients of the objective
function to some extent at some costs; in this case, we are interested in the consequences of

doing so as well as the associated costs.

3. Since the values of uncontrolled transactions may be approximations, it's critical to
understand how much they change over time in order to maintain the best solution or produce

more accurate estimates

A. Insert (Add) A New Variable [15]:
Sensitivity analysis is helpful in assessing whether it is feasible to add a new variable to the
solution that has already been reached (without this variable) and whether or not doing so

would have an impact on the optimization of the original solution [13].

The linear programming model is as follows: After determining the best solution, x=x*, let's
add a new variable, x,,;, with cost coefficient c,,, and technical coefficients A,,,, about

following:

Minimize z = cTx + 1 Xp41

s.t

Ax + An+1xn+1 = b - (5)



X =20,x,41 =0

The accepted solution does not change when a new variable is added to the model since it
becomes a non-essential variable and its value is zero at the lower bounds. However, the
solution must be optimal because the cost of loweringc,, ., to correspond to the new variable
Xn+1 IS high. It might be negative, and in order to be sure the best answer was reached, we

compute

Cns1 = Cnst —Afpr T oo (6)

The previous solution, which had the variable x,,,; equal to O, is the best one if ¢,,.1 _Cp41 —

AT .. >0, butif ¢,,,< 0, the solution can be improved by making the x,,..,variable basic.

The most typical scenario is when the new variable x,,,; has lower and upper limits, but neither

of them must be zero 1,1 < xp41 < Up4q1. The maximum value is oo.

B .Entering (Adding) A New Entry [13]:

If we assume that after finding the best solution, the need to add a new entry might arise due
to a change in the environment of the producing institution, which led to a change in the
specifications of some of the resources available and changed that product, it is obvious that
the added restriction will not widen the solution space. On the other hand, the accepted one
may be subtracted from it. As a result, the goal function that was achieved before the new
constraint was introduced either stays the same or begins to deteriorate. Let's say the constraint

that needs to be added has the form:

Apy1X = by,

Am+1x = bm+1 ’

Am+1x = bm+1 (7)

Stbhy,y = 0.

Any of the aforementioned restrictions can be expressed in the following way by imposing

various limits on the variable x,,,:

ApprX + Xpg =bpyr, - (8)

If "Byysy" then 0 < x4, < 0, if "byyyy” > then 0 < x,,, < coand 0 > b,



Then —oo < x,,,; < 0 When a new constraint is added, the cost c,,, associated with the
variable x,,, 4 is zero, but what if the solution x*=x is not acceptable? If so, the model is solved
and enhanced [14]

C. Change in the Right Side of the Constraints:

It is important and necessary to be able to study the impact of changes that occur on the right
side of the constraints, particularly those that determine what resources are available. Assume

that we have the best solution for the linear programming model in the standard form and that

the right side of the constraint (q) is given by the parameter (A) and with a given value b, : [15]
b(A\)=b+ (A —bye; ....09

Where e, represents the column (q) in the neutral matrix. The updated basic solution continues

to be the best option if the value A of the parameter does not render the basic solution

inacceptable.

he range of parameter values A is on the right side of the constraint q, which keeps the basic

solution acceptable and optimal, by finding the values of xg () where
Bxz(2) = b(}) ... (10)
And xg(h) = 0 we get
xg(L)=B"'b+(A—by)B e, = x5+ (L—b,;)B e,

Since xg* represents the optimal solution when A = by, and to reach the accepted solution it is

required that xg (1) >0, and the field of the parameter A is calculated according to the formula

below:

bg + max —CB < ) < by + min G2 I (11)
.Biq>0 iq .Biq<0 iq

Where B;, represents the element (i, q) of the matrix B~

5. Fuzzy Linear Programming

The concept of fuzzy logic is one of the forms of logic, as it is used in some expert systems and
artificial intelligence applications. The Azerbaijani scientist Lutfi Zadeh invented this method

in 1965 [9], where he developed it to use it as a better way to process data, but his theory did
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not receive attention until 1974, when it was used in Steam engine regulation, then evolved to

be used in many scientific, engineering and other applications.

Definition 1: The pair set A, also known as the function A ={(u;(x),x)} of belonging to the
fuzzy set X, u;(x): X —[L0] is a subset of the universal set. The value of the affiliation

function of the element is called x; (x) the degree of affiliation [15].

-A° The complement of the fuzzy function A - which is symbolized by it, and it is a fuzzy

group that can be written z;, (X) =1- x5 (x), Vxe X .

-Intersection of two fuzzy sets AB , to define C write as:
pz (X) = pz 5 =min(u; (X), 15 (X)), vxe X ... (12)
- Union of two fuzzy sets A B, st define C write as :
s (X) = w5 5 =max(u; (X), 45 (X)), vxe X ... (13)
Definition 2: The fuzzy set 4 is convex if the condition is set X,y e X, A e [0,1], [15].
4 (A0 + (L= 2)Y) = min(uz; (X), 45 () 14)

Definition 3: fuzzy number is pair of functions (u(r),v(r)), r [L0] satisfy the following
condition, [15].

1. u(r) Is a definite decreasing function from the left lies within the interval [0, 1]?

2. v(r) Is a definite decreasing function from the right lies within the interval [0, 1]?

3. v(r) <u(r) relL0].

Definition 4: suppose that ,&fuzzy number in trigonometric form (a, b, ¢) the affiliation

function can be calculated x;(x) as [15],

,u;\(X)::)(—_a,Xe[a,b] , y;(x)zz%g,m[b,c], 1:()=0,x¢[ac] .5

Fuzzy number in trigonometric form as function:
c—rc cr—a

v(r)= ,relb/cl|, relalc,b/c| u(r)= : ....(16
(=" rebrey, re Jum=1— (16)
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6. Using the Prime Numbers in the Era to Create the Fuzzy Number [k;,k,] [16]
Definition 5: Let it be the prime number P;(@)>0,a>0, jeZ € [a,00) when j>0 or [0, a)
j<0, P;(a) > 0 prime number from prime numbers seta > 0, [15].

1- The following list of a prime number's crucial characteristics is an overview:

P,(0)=0,P(0)=0,1=P(0) P,(1),=0. e (17)
2-  Py(a) = aif a>0 prime number, P,(a)not found if a>0 non-prime number
3. P(@<R(a) if j<k, P(@)<R(@) goranicZ i<k, kezZ.
P(@=P(a+)=..=P(a+l)4. j=012,.. forall,1<I<P,,(a)-P;(a) ,a=0
5-If a>0prime number. P,(a) =P (P, ;(a))==PR (R (P ,(a))) =PR,(P,,(a)) =...= P, (R ()
Definition 6: let fuzzy number N called tripe fuzzy number (k, n, 1), k<n<Il k,nleZ

Such that, [15].

.. (18)

R(M.nz0,  _[P,(n),n=0,
—P,(-n),n<0, ~P(-n),n<0,

R, (), P, (-) The preceding and subsequent (initial) number of then<0,-n,n>0

According to the above formula with the use of the linear affiliation function:
X—k I —x

() =—— i xeln] s () =1 xenl] () =0.xe 1] ... (29)

Using the definition of fuzzy integers, the traditional arithmetic operations (addition,
subtraction, multiplication and division) for any two fuzzy integers m,n . It is given as fuzzy

trigonometric numbers (k,, n, 1), (k,, m,1_)both straight:

- ~ P,(n+m),n+m=>0, F.(n+m),n+m=>0,
1.n+m=(k,n+ml,), k = l, =
-R(-n-m),n+m<0, —P,(-n—m),n+m<0,
- o~ P,(n—m),n—m=0, P(n—m),n—-m=0,
2.0 -m=(k,n-ml), k = 2(n=m) | = i(n=m)
—P.(—n+m),n—-m<Q0, —P,(=n+m),n—-m<0,
- ~ P.(n*m),n*m >0, P(n*m),n*m=>0,
3.0 *m=(k.,n*m, L), k.= A (nm) l, = (n*m)
—R(-n*m),n*m<0, —P,(-n*m),n*m <0,

12



P.(n/m),n/m=0,
—B(-n/m),n/m<Q,

R
=7

[ = (kdiv!n/m! |di\,), m =0, kdiv:{ d _{Pl(n/m),n/mzo,

B —P,(-n/m),n/m <0,

i
>

n% m = (k,,n%ml_,), n>0 m>0,

mod

_[P4(n%m),n%m=0, _|R(n%m),n%m=0,
“|-PR(-n%m),n%m<0, ™~ |-P,(-n%m),n%m<0,
It is necessary to draw attention to one of the important details, including calculating the prime

numbers related to any numbera >0 , at the same time calculating the prime numbers P,(a)

and P, (a), that the representation of any fuzzy K integer depends on K and is characterized by
the features of the belonging function, so the representation period is unknown (fuzzy values)
. The fuzzy trigonometric numbers k ={(k,,k,k, )} with belonging functions can be considered
as a group of triangles; the prime numbers k;,k, are calculated according to the following

formula the company's production data: k, =P, (k), k, = B, (k),.

7. Case Study in the Field of Oil

The information below was taken from Bhumik [17], a significant integrated oil company that
imports the remaining oil to meet its needs and imports the majority of its oil. Bhumik also has
a vast distribution network that is used to transport oil to refineries and then oil products from
refineries to distribution centers, which are located in a variety of places. In addition, RJ
Vanderbei [18], the mathematical and physical practical applications of sensitivity analysis but

the geometric dimension are presented. In Table 1, these facilities are listed (1).

The management of the company has decided to enhance its output by constructing an
additional refinery along with an increase in its crude oil imports in order to increase market
share from its primary products. The choice of where to put the new refinery is crucial. On how
the distribution system is running including decisions regarding the amount of crude oil that
may be transported from each source to each refinery, as well as the amount of the finished
product that can be transported from each refinery to the distribution centers. As a result, the

three primary criteria used by management to determine where to locate the new refinery are:
1.The cost of transporting crude oil from the sources to all the new refineries .

2. The cost of transporting the final product from the refineries to the distribution centers.
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3.The costs of operating the new refinery, including labor costs, taxes, guarantees, the effect of
financial incentives provided by the state or the city, as well as the capital costs, because they
will be the same in any available location. After verification, the concerned working group
found that there are three locations (Los Angeles, Galveston, and Missouri), has major

advantages shown in Table (2), and Table (3) Shows

Table (1): The Current Locations of the Company's Facilities

Facility type Locations
Oil Fields 1.Texas/ 2.California/ 3.Alaska
Refineries 1. Near New Orland/ 2.Near South Carolina/ 3.Near Seattle/Washington

1. Pittsburgh, Pennsylvania / 2. Atlanta, Georgia / 3. Kansas City, Missouri

Distribution Centers ) ) ]
4. San Francisco, California

Table (2): Available Locations for the New Refinery, with the Advantages Of Each Location

Main advantages Available sites

1. Close to California Oilfields/ 2. Easy access to Alaska Oilfields/
. . N Near Los Angeles, California
3. Fairly close to San Francisco Distribution Center

1. Near Texas oil fields/ 2. Easy access to imported oil/ 3. Close to
Near Galveston

the company's headquarters

1. Low operating costs/ 2. Central location for distribution sites/ ) )
Near Missouri

3. Easy access to crude oil by the Mississippi River

Table (3): Shows the Company's Production Data

The annual needs of the .
. ] ) oil fields Annual production of crude
Filtered refinery of crude oil (barrels ) o
n oil per oil field
/ million) .
(barrels/million)
1. New Orlando
. 100 1.Texas 80
2. South Carolina 60 o
] 2. California 60
3. Seattle/Washington 80 100
120 3. Alaska
4. New
Total 360 The total needs of the importer 360-240 = 120
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To do the necessary analysis on the data, the work team must gather a lot of it. The
administration desires that all refineries function at maximum output. The work team's
responsibility is to determine the annual crude oil requirements for each refinery because the
amounts of crude oil produced or the team came to the conclusion that, with the exception of
transportation charges, the costs of production or purchase are unrelated to the choice of the
refinery's new location because the customer will remain the same regardless of the location.
On the other hand, the expenses associated with moving crude oil from the sources to the
refineries are crucial is shown in Table 4. The cost of shipping crude oil from refineries to
distribution centers is shown in Table 5 for all three planned refineries, and the bottom row of
the table lists the quantity of the finished product that is required by each distribution center.
In addition to the previously mentioned, the third and final major aspect of the data focuses on
operating costs for each refinery in each of the three sites that will be established in it. Cost
estimation necessitates field visits by numerous team members to gather detailed information
about local labor costs, and tasks. The land assignment and other matters are enumerated in
Table (6):

Table (4): The Cost of Shipping Crude Oil from Sources to Refineries
Cites Shipping cost (in million dollars / per million barrels) from the fields to the refineries, including
the proposed sites
NBO Orlando | Charleston | Seattle | Los Angeles | Galveston Missouri
Texas 2 4 5 3 1 7
California 5 5 3 1 3 4
Alaska 5 7 3 4 5 7
importer 2 3 5 4 3 4

Table (5): Costs of Shipping Each Item (In Million Dollars for Million Barrels) From Refineries to Distribution
Centers
Pittsburgh | Atlanta | Kansas San Francisco
New Orlando 6.5 5.5 6 8
Refineries Charleston 7 5 4 7
Seattle Los 7 8 4 3
Angeles 8 6 3 2
Suggested Galveston 5 4 3 6
Refineries - -
Missouri 4 3 1 5
Needs 100 80 80 100
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Table (6): Refinery Operating Costs
Location Annual operating costs (in millions of dollars)
Los Angeles 620
Galveston 570
Missouri 530

8. Constructing (Formulating) the Problem’s Mathematical Model:

Before developing the mathematical model for the aforementioned issue, it is necessary for us
to establish a general understanding of either- Or restrictions, which follow the generic K out

of N formula. This can be stated as [5]:

Yj=1 @jxj = b, — My; forall i=12,..,m, N.yi=N—-K ....(Q0)
Where M # 0, y;€ [0, 1] because the second condition connected to y; guarantees that the K

of the original problem constraints will remain unaltered and the rest of the constraints will be

removed.

Define Decision Variables:

x;jx- The quantities transported of crude oil from field i to the j refinery, and the quantities

transferred from the j refinery to the distribution centers k (annually).

Cij - Transporting goods from refinery j to distribution centers in addition to the shipping

charges from field I to refinery j.
8ijx - Refinery operational cost suggested F;, binary variable.
i =1234, j=123,A0RBORC, k=1234

Obijective function

MinZ = Yoy g Dkar CijeXijie + Xim1 2 jeranc) Db=1 CijkOijkXijie + F& ... 21)

1if x5 >0,j€{A,B,C},i=1m,k=1p
Suk= 4 (22)

0 if A (xjax>0,x8, > 0,%;0 >0),
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je{A,B,C},i=1m,k=1,p
1if &= 1

6 = 0 Otherwise L (23)

9. Restrictions on Imported and Crude Oil Fields

Yoy Dmt X + ey Xiak + Mys =280 X3 Mko 1%k + Doy Xoax + My = 60, .. (24)

?:1 Yho1X1jk + D=1 X1k + My, =80 , ?:1 Y1 Xoji + Xko1 Xap + My, =60 ... (25)
?:1 ko1 X1jic + Xkoq Xick + My; 280 ?:1 Yho1X2jk + Xko1Xock T My; 260 ... (26)
3 4 4
ZZx3]k+Zx3Ak+My1 > 100 , 22x4]k+2x4Ak+My1 > 120
j=1 k=1 k=1 j=1k=1 =

Sy Dhet Xajk + Xhe1 Xape + My, = 120,35 Yi_g X3k + Yoy X3px + My, =100,

(27)
3 4 4 3 4 4
ZZ X3k + Z X3cx + My; = 100 ,zz Xajk +Z Xack + My; =120
j=1k=1 k=1 j=1k=1 k=1
Refinery Capacity Restrictions
?=1Zi=1 X1k = 100, ?:12%:1 Xizk = 60, ?=1Z£=1xi3k = 80, - (28)

ko Xia + Myr =120\ ¥i  Yioixige + My, =120, Y YioiXick + Mys =120

Distribution Center Restrictions

4 3 4 3
zzxu1+zx1m My, < 100, zzxuz +leA2 My, <80

i=1j=1 i=1j=1




4 3

3 4
ZZ%;l"‘Z’QM My, <100, zzxuz+zx132_M3’2 < 80

i=1j=1 i=1j=1

4 3 4 3 4

szll-l-leCl My3 SlO szl'j2+zxicz_My3 S80

i=1 j=1 i=1j=1 i=1 i

24 12 =1%Xij3 +Zz 1Xia3 — My, <80 »Z?=1Z?=1 Xij3 +Z?=1 Xia3 — My, <100| (29)
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i

4 3
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Nty + ys=2,%520,y €{0,1},i=1,23 M>0

Using the ready-made computer program WINQSB, the results of the optimal solution were

obtained (in units of measure, million barrels / year) as follows:
X111 = 35,X1c2 = 25, X334 = 60, X323 =5,X103 =75 , X334 = 20, X304 = 20, X411 = 65, X432 = 55

The total annual cost = 2707 million dollars / year, and site C (Missouri) was chosen for the

construction of the new refinery, which is to be entered within the company's expansion plan.

10.Explanation of the Post-Optimal Solution

One refinery capacity constraint with a shadow price of 8.5 means that if the value of this
resource, represented by the capacity of the first refinery, is decreased by one unit from 100 to
99, the objective function will improve (decrease) by 8.5 million dollars. On the other hand, if
we take a constraint with a shadow price of (-3), it means that if the value of this resource,

represented by the capacity of the second refinery, is decreased by one unit from 100 to 90.
11.Conclusions

In this article, we discussed a few topics connected to sensitivity analysis, which is also known
as post optimality analysis. Administrations utilize this sort of analysis to respond to a number
of hypothetical inquiries concerning the values used in the linear programming model, such as

with this kind of analysis, it is determined how the profit and values on the right-hand side of
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the constraint vary in relation to the best possible solution. The idea of prime numbers was also

helpful to us in resolving the fuzzy linear programming model
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