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Abstract

The multi-focus image fusion method can fuse more than one focused image to generate a single
image with more accurate description. The purpose of image fusion is to generate one image by
combining information from many source images of the same scene. In this paper, a multi-focus image
fusion method is proposed with a hybrid pixel level obtained in the spatial and transform domains. The
proposed method is implemented on multi-focus source images in YCbCr color space. As the first step
two-level stationary wavelet transform was applied on the Y channel of two source images. The fused Y
channel is implemented by using many fusion rule techniques. The Ch and Cr channels of the source
images are fused using principal component analysis (PCA). The proposed method performance is
evaluated in terms of PSNR, RMSE and SSIM. The results show that the fusion quality of the proposed
algorithm is better than obtained by several other fusion methods, including SWT, PCA with RGB source
images and PCA with YCbCr source images.

Keywords: Multi-focus image fusion, YcbCr color space, stationary wavelet transform, principal component
analysis (PCA)
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images [1]. Multi-focus image fusion creates
one image from two or more images that have

I. INTRODUCTION
The sensor of imaging technology is affected

by many factors of the imaging environment, for
that the generated image may be displayed with
noise and superficiality. Image fusion is defined
as the process of producing a more accurate
image by the fusion of multiple same scene

same scenes, with these images having different
focus points. The resultant image after the fused
method has been applied has more information
than the source images and is called the all-in-
focus image [2]. Multi-focus image fusion has
been used in different areas, such as remote
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sensing, medical imaging, transportation,
military applications and machine vision [3].

Pixel-level fusion uses the pixels of an image,
being the lowest level of fusion when compared
to others like feature level fusion and decision
level fusion. Regarding the latter two, the fused
image contains more information and is more
conducive to computer processing and the
human eye. There are two categories of pixel
level fusion: image fusion methods based on the
spatial and transform domains [4], [5].

The method in the spatial domain depends on
selecting the pixels from the sources images to
form the fused image. There are many methods
used to determine the clear area of selecting
pixels in the resource images like certain
sharpness indicator, by window or by image
segmentation of a specific size [6].

Several methods have been devised to
perform image fusion with the transformation
method, including wavelet transform, discrete
wavelet transform (DWT), shift invariant
wavelet transform (SIDWT), DCT based on
average or DCT based on spatial frequency and
non-subsampled contourlet transform (NSCT)
[6], [7]. In the transformation domain image
fusion methods are based on converting the
original image into transformation coefficients.
Then, these are fused by the appropriate fusion
rules and finally, there is reconstruction of the
fusion coefficients to obtain the fusion image [8].

In this paper, pixel level fusion is applied to
special and transform domains. The source
images, firstly, are converted into YCbCr color
space and then two levels of SWT are applied to
Y channel. Different fusion rules are used to
fuse the SWT coefficient, while the PCA
technique is used to fuse the Cb and Cr channels.

The rest of the paper is arranged as follows:
The aim of the research is explained in section II.
The basic theory is expounded in Section III.
Section IV describes in detail the proposed
image fusion algorithm. Parametric evaluation
and the experimental results are discussed in
Section V. Finally, Section VI presents the
conclusions.

Il. THE AIM OF THE RESEARCH

This research is aimed at proposing a method
to enhance the scene of two different focus
images by using two different appropriate rules
to fuse approximation and detail sub-band of
SWT for Y channels of the source images, while
the PCA is used for fused Cb and Cr. For that,
the research focuses on fused pixels in transform
and spatial domains. This leads to better results
according to many evaluation measurements

because it uses the advantages of the two
domains.

I11. BASIC THEORY
The proposed method is based on the concept
of many theories as follows:

A. YCDbCr Color Space

The YCbCr color space can be considered as
a scaled and offset version of YUV color space.
The luminance component is represented by Y,
while Cb and Cr are chromatic ones. The Ch
component is the difference between the blue
part of the RGB and the reference value, while
Cr reflects the difference between the red part of
RGB and the reference value. The advantage of
YCDbCr color space is that it can be used to
separate the three channels and operate on each
one separately without any effect. The equations
that are used to convert RGB color space to
YCDbCr color space are as follows [10]:

y 0257 0564  0.098 |/R 16
(Cb)z -0.148 —0.291 0439 || G |+|128] (2)
cr 0439 -0368 —0.0711\B/ l128

R 1.164 0 1596 1/ Y —16
(G) =|1.164 —0.392 -0.813 (Cb - 128) (2
B 1.164 2.017 0 Cr—128

where, Y has a range of [16-235], whilst Cb
and Cr have ranges of [16-240].

B. Principal component analysis (PCA)

One of the pixel level fusion techniques,
PCA, is widely used in image processing,
machine learning, image fusion and many other
applications. With PCA, the number of
correlated variables are transformed into
uncorrelated variables, which reduces the
multidimensional data sets into lower
dimensions for analysis. The technigque
calculates the weights for each source image
according to an eigenvector. The eigenvector is
produced by the largest eigenvalue of the
covariance matrix of each source image. By
choosing the highest eigenvalue vector to be the
principle component the number of dimensions
is reduced, thus leading to faster computation.
Figure (1) shows the flow diagram for the PCA

technique [11].
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Figure 1. Flow diagram for the PCA technique
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The steps of PCA analysis are as follows

[12]:

- calculate the column vector based on the
source image;

- create covariance C,,- and correlation
matrix A based on the data set of the input
images X; and X,, as in equations 3 and 4.

v Cpar(1,2)
A= [ 1 var 3
Cvar(l'z) Uy ( )
2(xg X)X (X=X
Cvar = ( X1 x;]_l(xz Xz)) (4)

where vy, and v,, denote the variance, C
(1,2) represents the covariance and N is the
number of terms.

The eigenvalues can be calculated by
solving:

Det|A—Al| =0 (5)
where ] is the eigenvalue.

%1 Car(1,2)

-4, =0 6
Cyar(1,2) Uy ! ©)

((Va- ) x(v-2)) * Cyar(1, 2)°=0 @)

The eigenvectors are calculated as follows:

[A— A% [X] =0 6)

The co-ordinates for each point in the
direction of the principal component are given

by:

PCj= ail yl + aiZ y2 ainyn (9)

where, a; is the coefficient of factor i , pg is
the j™ principle component and yi, Yo, ..... Vn
represent the coordinates of each data point.

C. Stationary Wavelet Transform

A discrete wavelet transform is time-variant
and to reduce the poor directionality and
translation variation, an undecimated approach
has to be used, called a stationary wavelet
transform (SWT). This has the properties of shift
invariance and redundancy such that it is more
efficient when compared to the traditional
wavelet transform used for multi-scale transform
methods and it is a non-redundant
decomposition algorithm. The sub-image size in
SWT does not decrease because it applies up-
sampling filter instead of the down-sampling
operation for that the most information of source

images can be kept in the decomposed sub-
images. SWT uses multi scale decomposition
that can extract the small features in fine scales
and the large ones in coarse scales. The
presentation of images at each scale with SWT
retains the native number of pixels throughout
and it does not down sample the coefficients,
which is why SWT was selected over DWT [13],
[14]. The decomposition of the image in the
SWT domain involves an approximation sub-
band (LL) and detail sub-bands (LH, HL and
HH), as shown in Figure 2 [15].
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Figure 2. The decomposition of the image in the SWT
domain

IV. THE PROPOSED METHOD

With the proposed method the source images
are converted to YCbCr color spaces and then, a
two-level SWT is applied to the Y channel of
each image. Different fusion rules are used to
fuse the SWT sub-band decomposition to get
better results. The average rule is used to fuse
the approximation sub-band (LL), while the
detail sub-bands (LH, HL, and HH) are fused
under another rule, PCA is used to fuse the Cb
and Cr channels. Figure (3) shows the block
diagram of the proposed method.

The steps of the proposed algorithm with
fusion rules equations are shown in algorithm
(1)

Algorithm (1): the proposed fusion

Input: two source multi focus images (A and B)
Output: fused image

Start

Step 1: transform source images from RGB to

YCbCr color space.

Step 2: apply two-level stationary wavelet

transform to the Y channel of A and B.

Step 3: fuse the approximation sub-band LL by

the average rule as follows:

Fu= (Au+Bu)/2 (11)

Fuse the detail sub-bands LH, HL and HH as
follows:

W n=absolute (A_)-absolute (B.) (12)
Fiv= (Wen) (Arn) + not (Wiw) (Brn) (13)
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Wy =absolute (A )-absolute (Byy) (14)
Fuu= (W) (A + not (Wai) (Brd) (15)
Wyy=absolute (Any)-absolute (Bup) (16)
Fir= (Wh)(Ann) + not (Wi)(Bra) (17)

Step 4: apply inverse SWT to F,, F u, FyLand
Fun to get Fv.

Step 5: fuse the Cb channels of images A and B
by PCA to get Fcy,

Step 6: fuse the Cr channels of images A and B
by PCA to get F,.

Step7: convert Fy, Fcp, and F¢, into RGB color
space to get the fused image.

End.
Y Two level |
Source Convert [— SWT
imageA > RGB to
YCbCr Fusion with
different ISWT
rules
Y
Source Convert » Two level
imageB —P» RGB to ] SWT
YChCr
Cb PCA
Cr |y PCA
V.V ¥
Fused to
YChbCr
Convert
to RGB

Figure 3. Block diagram of the proposed method

V. RESULTS AND DISCUSSION
A. Parametric evaluation

There are several quantitative assessment
metrics used to compare various fusion
algorithms depending on the reference image.
One of them is Root Mean Squared Error
(RMSE), which is usually found between the
fused image and the original. The smaller the
value, then the better the fusion method [16].

RMSE |— %M, ¥ (R(i,j) — F(i,/)? (18)

Peak Signal to Noise Ratio (PSNR) is
another parametric deployed for fused image
quality assessment, which is calculated as:

(MXN)?
1)L RE@D-F@NI?

PSNR = 10l0g10 57 (19)

SSIM is used to calculate the structure
similarity between the fused image and the
reference one. A better fusion result is indicated
by a higher value of PSNR and SSIM [17]. The
latter is defined as:

SSIM(R,F) =
2Urpstcy (o 2070f5+C; B orftc3 y
(#zr+u2f+cl) ' (azr+0'2f+c2) ) (araf+c3) (20)

where, R(i, j) are the pixel values of the
reference image, and F(i, j) are those of the
fused one. The image size is M x N, whilst
lr) lf, 02y, 02F, 0y are the mean, variance, and
covariance, respectively. ¢y, c,, c3 are constants
closing to zero.

B. The results of the proposed method

The proposed method has been implemented
on multi focus color images in YCbCr color
space. The pixel level image fusion technique is
implemented in the spectral and transform
domains. Firstly, two levels of SWT were
applied on the Y channel of two source images,
this being undertaken after many experiments
with different levels. A different fuse rule was
used to fuse the coefficients of the four sub-
bands to reach for appropriate fused rule, while
the Cb and Cr channels were fused using PCA.
The proposed algorithm was applied on many
images of size 256 x 256 , including cars, books
and a tree. The reference, source images with
right and left focus and the fused images after
applying the proposed algorithm are presented in
figure (4), figure (5) and figure (6).
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Figure 4. Car images. (a) Reference image, (b) image
blurred on the right (c) image blurred on the left (d) fused
image obtained by the proposed algorithm.

i

(©) (d)

Figure 5. Book images. (a) Reference image, (b) image
blurred on the right (c) image blurred on the left (d) fused
image obtained by the proposed algorithm.

Figure 6. Tree images. (a) Reference image, (b) image
blurred on the right (c) image blurred on the left (d) fused
image obtained by the proposed algorithm.

In this proposed algorithm the terms of
RMSE, PSNR, and SSIM were used to evaluate
the performance with respect to reference
images. The results were compared to those for
other algorithms like fusion by PCA transform
applied on YCbCr and RGB color spaces, and
fusion with SWT. The results are shown in
Tables 1-3.

Table 1.

Performance of fusion methods for the car image
Fusion PSNR RMSE SSIM
method

SWT 33.7300 5.2485 0.9626
YCbCr-PCA 33.7417 5.2414 0.9866
RGB-PCA 35.7091 4.1790 0.9920
Proposed 38.4651 3.0425 0.9948
method

Table 2.

Performance of fusion methods for the book image

Fusion method PSNR RMSE SSIM
SWT 32.4733 6.0655 0.9474

YChbCr- PCA 32.9661 5.7310 0.9844

RGB-PCA 34.7795 4.6511 0.9903
Proposed 39.9168 2.5745 0.9960
method

Table 3.

Performance of fusion methods for the tree image
Fusion PSNR RMSE SSIM
method

SWT 32.4733 6.0655 0.9474

YCbCr- PCA 32.9661 5.7310 0.9844

RGB-PCA 34.7795 4.6511 0.9903

Proposed 39.9168 2.5745 0.9960
method

The proposed method provides a good visual
fused image. It combines the advantages of both
the spatial and transform domains. The fused
method with the appropriate fuse rules in each
sub-band and using PCA for the fused Cb and
Cr delivers better performance than the other
tested methods.

V1. CONCLUSIONS

In this paper, a fusion method has been
proposed in spectral and transform domains at
the pixel level. Multi focus source images are
converted from RGB into YCbCr color space.
The Y channel is decomposed to high frequency
and low frequency information by using two
level SWT, which was found to be the optimal
level after experimentation with others.

To get better results the same fuse rule for
approximation sub-band and detail sub-bands is
not deployed, i.e., with the proposed algorithm
the four sub-bands are fused with a different
fusion rule. Moreover, PCA is used to fuse the
Cb and Cr channels. It is clear that the proposed
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method delivers the best results depending on
many referenced measurement criteria. Also the
results were compared to the other fusion
methods, including PCA transform applied on
YCbCr, PCA transform on RGB color space and

SWT,

to prove higher performance of the

proposed algorithm.
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