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Abstract – Assessing the accuracy of classification 
algorithms is paramount as it provides insights into 
reliability and effectiveness in solving real-world 
problems. Accuracy examination is essential in any 
remote sensing-based classification practice, given that 
classification maps consistently include misclassified 
pixels and classification misconceptions. In this study, 
two imaginary satellites for Duhok province, Iraq, 
were captured at regular intervals, and the photos 
were analyzed using spatial analysis tools to provide 
supervised classifications. Some processes were 
conducted to enhance the categorization, like 
smoothing. The classification results indicate that 
Duhok province is divided into four classes: vegetation 
cover, buildings, water bodies, and bare lands. During 
2013-2022, vegetation cover increased from 63% in 
2013 to 66% in 2022; buildings roughly increased by 
1% to 3% yearly; water bodies showed a decrease of 
2% to 1%; the amount of unoccupied land showed a 
decrease from 34% to 30%. Therefore, the 
classification accuracy was assessed using the approach 
of comparison with field data; the classification 
accuracy was about 85%. 
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1. Introduction

The United States Geological Survey has defined 
spatial data accuracy as the results' closeness of 
statements, computations, or assessments to the true 
values or the values assumed to be true [1]. Any 
supervised classification is not considered complete 
until its accuracy is assessed [2]. Identifying and 
eliminating classification errors causes suffering 
from less attention regarding this issue. So, this 
article defines a specific error source that may occur, 
requiring independent pixel samples from each 
category [3]. The reference condition, the most 
suitable available assessment of the ground 
condition, plays a necessary role in precision 
assessment and area estimation [4]. Precision 
assessment is a decisive step in processing remote 
sensing data [5], where digital elevation models 
(three-dimensional representations of the earth's 
surface) are the primary sources of height 
information that are greatly applied in many fields 
[6]. With advanced digital satellite remote sensing 
approaches, the necessity of performing an accurate 
assessment has received continued interest. That does 
not mean precision estimation is inconsequential for 
traditional remote sensing techniques. However, due 
to the complexity of digital classification, it is 
necessary to evaluate the reliability of the outcomes 
[7]. Remote sensing can detect and monitor Earth’s 
surface features employing satellite images with 
various radiometric, spatial, spectral, and temporal 
resolutions [8].  

The shift in land use and land cover (LULC) 
impacts the city's geophysical state and causes 
environmental disturbances like climatic and LST 
changes [9]. These procedures should use current 
approaches, such as GIS techniques and remote 
sensing, to encourage investigating the current state 
of cities and the issues they suffer from. GIS has 
developed tremendously and has been exploited in 
many domains [10] and [11]. The article aims to 
assess and improve the image classification approach 
precision. 

mailto:ahmed.asaad@sc.uobaghdad.edu.iq
https://www.temjournal.com/
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2. Methodology  
 
The methodology applied to the study area 

includes several steps, the most important of which is 
collecting data from Landsat 6 and Landsat 9 and 
then performing the necessary treatments on that data 
to arrive at the best classification of land use in the 
study area for the period between 2002 and 2022, and 
then using a modern method to measure the accuracy 
of the classification. 

 
2.1.  Study Area 
 

The research area is located in northern Iraq, 
Kurdistan region, Duhok province, between latitudes 
37°00′00′′ N and 37°07′30′′ N and longitudes 
42°27′30′′ E and 42°47′30′′ E [12], and 585 m above 
the sea level [13]. It has a population of over 340,900 
(2018). It is located on the northern side of Iraq, with 
a total area of 10,955.91 km2. Amedi, Simele, Duhok 
Center, Zakho, and other cities are all part of Duhok 
province. Two chains of mountains embrace Duhok 
province; these mountains confer a linear shape and a 
special landscape on the city. The province is located 
northwest of Iraq and the western part of the 
Kurdistan region, about 470 km north of Baghdad 
and 430–450 m above sea level. Along with five 
other districts, Sumeal, Zakho, Amedy, Sheikhan, 
and Akre, Duhok province is administered by the 
province. Duhok covers 10715 km2 at latitude 36 
north and longitude 43 east. Two rivers pass through 
the city: the Duhok River and the smaller and 
seasonal Heshkarow River. Both rivers meet 
southwest of the city, and the water is primarily 
employed for irrigation, which helps preserve the 
nearby green areas (Fig 1). 

 

 
 

 Figure 1. The location of Duhok province in Iraq 

2.2.  Data (Satellite Image) 

Satellite images obtained from Landsat-7 and 9 
were used to study the land cover. A super 
classification using the geographic information 
system (GIS) program was conducted to classify the 
study area. Smoothing operations were conducted on 
the outputs; classification accuracy was assessed 
using suitable evaluation methods.  

3.  Steps of Work 

First, satellite imagery was used for 2013 and 
2022 obtained from Landsat-8, Fig. 2 (a and b). 
 

 
 

 (a) 
 

  
 

(b) 
 

Figure 2. Satellite imagery in (a) 2013, (b) 2022 
 
3.1.  Clipping 

 
In GIS, "clip" refers to overlaying a polygon over 

one or more target features (layers) and extracting the 
target feature data inside the clip polygon's defined 
area. In other words, the first polygon is forced to 
take on the second polygon's borders. The initial 
polygon feature no longer includes any of the 
remaining space. Utilizing the clipping tool can help 
take a portion of the dataset and maintain the 
necessary features for the study area; it allows for 
extracting the features of the study area, Fig 3 (a and 
b). 
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(a) 

 
 (b) 

 
Figure 3. Clipping satellite image in:(a) 2013, (b) 2022 
 

3.2.  Composite 
 
 It creates a new raster dataset by combining 

several existing ones or during composition; this tool 
was used to integrate numerous bands into a single 
raster; in this classification, bands 7, 6, and 4 were 
used. 
 

 
 (a) 

 
 (b) 

Figure 4. Composition bands of images in (a) 2013, (b) 
2022 

 

A collection of feature templates with special 
construction tools comprised a composite template.  

A composite template tool was used to create a 
new composite template. The composite template's 
formation on the Create tab was determined by its 
name and display symbol [14]. To identify the 
different types of land in the new Raster during this 
study, a mosaic of bands 4, 6, and 7 was created from 
each satellite image, whether obtained in 2013 or 
2022, Fig. 4 (a and b).   
 
3.3.  Classification 

 
Image classification categorizes each pixel in a 

remotely sensed image to a land cover and land use 
system. The general correctness of the categorized 
image was evaluated by comparing the classifications 
made for each pixel to the precise land cover 
conditions discovered from the associated ground 
truth data. Errors of omission were measured by the 
producer's accuracy, which estimates how well real-
world land cover categories can be identified. 
Comparing the classifications for each pixel to the 
precise land cover conditions identified from the 
associated ground truth data allowed for assessing 
the overall accuracy of the categorized image. The 
producer's accuracy, which serves as a standard for 
recognizing real-world land cover categories, was 
used to measure errors of omission [15], [16], [17]. 
The super-classification was conducted on two 
satellite images of the same area on the 1st of August, 
2013, and the 2nd of August, 2022, Fig. 5 (a and b). 

 

 
(a) 

 

 
 

(b) 
 

Figure 5. (a) Image classification in (a) 2013, (b) 2022. 
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As a result, there are four classes of classification, 
each with their pixel count, multiplied by the number 
of square centimeters of the satellite image, then 
divided by a million to get the area of each 
classification in square kilometers, and the 
percentages are the time each class takes in the 
entirety of study area classification, Table 1. 
 
Table 1. The measurement of Duhok in 2013 and 2022 
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Vegetation 4802016 4,322 63 5022931 4,521 66 

Building 107232 97 1 236976 213 3 

Water 127441 115 2 109092 98 1 

Barren 
Land 2598438 2,339 34 2266256 2,040 30 

Total 7635127 6,872 100 7635255 6,872 100 

 
3.4.  Smoothing 

 
The smoothing technique involves recognizing 

the fundamental arrangement of information, such as 
patterns [18], [19]. Numerous types of research 
investigated the application of smoothing techniques 
on time-series information to diminish noise. 
Refining a feature's look via smoothing can be 
important when modifying features. The user may 
outline the tolerances for use while smoothing 
features with the tool. Smoothing lets the user use 
more than one iteration of the generalized and clean 
operations. Moreover, obtaining smoothing requires 
some steps such as: 

 
 

3.4.1.  Majority Filter   
 
There are several restrictions and concerns with 

digital classification results; for instance, pixel noise 
can influence the spatial precision and quality of land 
use land cover (LULC) information. In the post-
classification stage, LULC can be produced utilizing 
a spatial filter to decrease noise and acquire more 
promising outcomes [20], [21]. The majority filter re-
samples the cells in a raster according to the majority 
value of the neighboring cells. Before re-sampling, 
two states must stand: first, the number of neighbors 
with identical values must be considerable enough to 
be the majority, or at least half the neighbors must 
have the same value (majority or half). Second, 
minimize the error of the spatial model in raster with 
the spatial connection, four-direction approach, or 
eight-direction approach. If the two conditions 
cannot stand, the re-sampling cannot be processed, 
and the raster values will remain, as shown in Fig. 6 
(a and b). 

 

 
                                           (a) 

 

 
 

                                      (b) 
Figure 6. Majority filter classification :(a) 2013, (b) 2022 

 
3.4.2.  Boundary Clean 

 
The Boundary Clean tool generalizes or simplifies 

rasters by smoothing the boundaries between zones. 
It applies an expand-and-shrink approach to evaluate 
how each cell operates with its immediate neighbors. 
The boundary clean and majority filter tools 
generalize along the edges of zones in a raster. The 
edges were smoothed by either expanding and 
shrinking boundaries between the zones or 
substituting cells with the majority value within their 
nearest neighborhood, Fig. 7 (a and b). 

 

 
(a) 

 

 
(b) 

 

Figure 7. Boundary Cleaned by applying after Majority 
Filter for (a) 2013, (b) 2022 
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3.4.3.  Region Group 
 
For each cell in the outcome, the identity of the 

associated region to which that cell belongs was 
recorded. A remarkable number was assigned to each 
region. The first region scanned received the value of 
one, the second one received the value of two, and so 
on, until all regions were assigned a value. The scan 
was moved from left to right, top to bottom. The 
values assigned to the output zones were based on 
when they were encountered in the scanning 
operation, Fig. 8 (a and b). 

 

 
(a) 

(b) 
 

Figure 8. Region groups in (a) 2013, (b) 2022 
 
3.4.4.  Set Null 

 
Sets the identified pixels to no data based on the 

specified measures. It returns no data if a conditional 
evaluation is true (1) and returns the value specified 
in the false raster if a conditional evaluation is false 
(0). This criterion was specified by the logical math 
function output, which will be the input raster.  A 
raster function within the math logic class must 
follow the set null function. The result from the 
logical function is a Boolean raster (1 and 0). 
Operating the set null function means that all values 
of 1 will be set to no data, and all values of 0 will be 
set to false raster, Fig 9. (a and b). 

 

 
 (a) 

 

  
(b) 

 

Figure 9. Set Null for Duhok in (a) 2013, (b) 2022 
 
3.4.5.  Nibble 

 
The Nibble tool allowed selected raster areas to 

be assigned the nearest neighbor value. It helped edit 
raster areas where the data is known to be incorrect. 
Nibble allowed selected raster areas to be assigned to 
their nearest neighbor value. It can substitute a few 
individual cells with the values directly nearby. In 
larger mask areas, more significant swaths of cells 
can be replaced, as shown in Fig 10 (a and b). 

 
  

(a) 
 

  

(b) 
 

Figure 10. Nibble Smoothing for the classification in (a) 2013, 
(b) 2022 
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4.  Accuracy Assessment 
 
Accuracy assessments are an essential part of any 

classification project. It compares the classified 
image to another accurate source, such as ground 
truth data that can be collected in the field; 
nevertheless, it is time-consuming and costly. 
Ground truth data can be derived from analysing 
high-resolution imagery, GIS data layers, or existing 
classified imagers. One hundred twenty ground truth 
points were collected from random places in Duhok 
maps to assess and estimate the classification 
accuracy. Every 30 points were for 1 class, making 
four classes with 120 ground truthing points. These 
points would have to be compared to the same points 
but in the classification to see the endpoint result for 
the accuracy of the classification. In order to assess 
the degree of matching between the Raster and 
Google Earth, a sample of 120 points was divided 
into 30 points for each land category collected. The 
location and type of each point were correctly 
determined on Google Earth and then compared in 
Fig. 12. 

 
Table 2. The true point of each class 

 

  
The table shows the four classes applied for 

Duhok: Vegetation, Water, Buildings, and Barren 
Land. Since having pin-pointed 30 ground truthing 
points to be compared, as mentioned earlier, there 
was an inaccuracy in the table; for example, 
vegetation has 30 points in the correct vegetation 
area, which means all 30 points for vegetation are 
correct. However, there were 17 correct water points: 
nine in the vegetation region, one in the buildings 
region, and 3 in the barren land region. As for 
buildings, there were 27 correct points in the correct 
region, one in the vegetation region and two in barren 
land.  

 

This miss-interpolation usually comes because the 
color of the pixels of the buildings is very close or 
similar to the color of the barren land or the dust, for 
example. There were 28 correct points for Barren 
land and only two in the vegetation region. The right 
side of the table shows the number of total points 
considered; for example, 42 points were considered 
as vegetation, which is inaccurate since only 30 
points were manually registered, but 12 were 
inaccurate; the total of points is 120. 

Moreover, the far right shows the multiplication 
of each class; thirty ground truthing points were 
registered. Vegetation counts as 42; 12 was added 
from the inaccuracy of the classes, so the 
multiplication was 1.4. Water has only 17, which 
were reduced by 13, so the multiplication of it would 
be calculated as 0.567. In buildings with 28 correct 
points, two were reduced to inaccuracy, and 
multiplication was 0.933. Barren land is 33 with the 
addition of three inaccurate points; the multiplication 
of it would be 1.1. Finally, the sum of all points 
would produce 120 points.  

There were only 18 incorrect points. Subtracting 
18 from 120 would give 102 correct and accurate 
total points. To calculate the accuracy, the number of 
accurate points was divided by the total points 
required, thus being 102/120, which would equal 
85% of the classification's accuracy with the actual 
satellite image. 
 
5.  Accuracy Assessment Using ArcMap 

Automatic Tools  
 

An enhanced and more robust evaluation method 
was pursued after conducting a manual accuracy 
assessment involving the meticulous selection of 
random data points. This involved leveraging the 
capabilities of ArcMap tools to attain increased 
reliability and precision in the outcomes. A second 
accuracy assessment technique, characterized by a 
higher degree of automation, was employed in this 
endeavor. The "create accuracy assessment points" 
tool within ArcMap facilitated the generation of 120 
accuracy assessment points. These points were 
intelligently distributed, with 30 allocated to each of 
the four classes under study. 

After the acquisition and meticulous comparison 
of accuracy points against established ground truth 
data, the analysis transitioned to the "compute 
confusion matrix" tool. This sophisticated tool 
allowed for identifying and quantifying class-specific 
values, culminating in deriving an overarching 
accuracy measure. The resultant accuracy, calculated 
utilizing the confusion matrix methodology, revealed 
a notable level of precision, registering at 86.67%.  
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Vegetation 1 2 1 30 9 42 1.4 
Water 2 0 0 0 17 17 0.57 
Buildings 3 0 27 0 1 28 0.93 
Barren 
Land 4 28 2 0 3 33 1.1 

  30 30 30 30 120 4 
Total 
Accuracy 102 

Overall 
Accuracy 0.85 

Total 
Inaccuracy 18 

Overall 
Inaccuracy 0.15 
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This achievement was substantiated through an 
in-depth assessment, as depicted in Table 3, 
affirming the robustness and effectiveness of the 
applied accuracy assessment techniques. 

 
Table 3. Confusion matrix tool results 

 
 

  
 

Figure 11. Accuracy assessment points using ArcMap 
tools 

 
 Comparing the accuracy assessment results 

obtained from both methods revealed a significant 
improvement in reliability and precision. The 
computed confusion matrix was employed to 
quantify the classification performance. The 
outcomes are presented in Table 3, illustrating the 
classification results for each class, total points, user 
and producer accuracy, and the Kappa coefficient. 
The evaluation demonstrates notable performance in 
certain classes. Notably, the "water" class achieved a 
perfect accuracy of 100%, while the "vegetation" 
class displayed a high accuracy of 90%. In the case 
of the "buildings" class, the accuracy was relatively 
lower at 63.33%, and the "barren land" class 
exhibited an impressive accuracy of 93.33%. When 
considering the overall accuracy, the classification 
achieved an accuracy of 86.67%, indicating a robust 
agreement level between the classified data and the 
ground truth. 

Furthermore, the Kappa coefficient, which 
quantifies the agreement beyond chance, yielded a 
value of 0.8222, signifying a substantial level of 
agreement. 

 
 

 This comprehensive accuracy assessment, 
combining both manual and automated approaches, 
underscores the efficacy and reliability of the 
classification results for delineating the four distinct 
classes: "vegetation," "water," "buildings," and 
"barren land." ArcMap's tools facilitated a rigorous 
evaluation, contributing to the enhanced accuracy 
and credibility of the study's outcomes. 
 
6.  Conclusion 

 
In this study, we embarked on a comprehensive 

accuracy assessment of supervised classification 
using remote sensing and GIS techniques. The 
assessment was crucial in evaluating the reliability 
and precision of classification results, ensuring their 
applicability to real-world scenarios. We better 
understood the classification's effectiveness through 
manual and automated accuracy assessment methods. 
Our research centered on the Duhok province in Iraq, 
utilizing imagery captured by imaginary satellites at 
different intervals. Employing ArcGIS software, we 
conducted supervised classifications and applied 
spatial analysis tools to enhance the accuracy of our 
categorizations. The study identified four main 
classes within Duhok province: vegetation cover, 
buildings, water bodies, and barren lands. Over the 
study period from 2013 to 2022, changes in land 
cover proportions were observed, including an 
increase in vegetation cover and slight fluctuations in 
other categories. Our accuracy assessment began 
with manual validation through ground truth data, 
involving the meticulous selection of 120 points 
distributed across the four classes. This approach 
provided valuable insights into the classification's 
reliability. Subsequently, we harnessed ArcMap's 
automatic tools, generating another 120 accuracy 
assessment points. The "compute confusion matrix" 
tool allowed us to quantify the accuracy and 
reliability of each class, leading to an overall 
accuracy of 86.67%. The Kappa coefficient further 
validated our results, indicating a substantial level of 
agreement beyond chance. 

In summary, our study exemplifies the 
significance of accuracy assessment in supervised 
classification. The integration of manual and 
automated approaches not only validated the 
classification results but also enhanced their 
credibility. The combination of remote sensing, GIS, 
and advanced ArcMap tools provided a robust 
framework for accuracy assessment, contributing to 
the accurate delineation of land cover classes in 
Duhok province. This research underscores the vital 
role of accuracy assessment in ensuring the validity 
and applicability of classification outcomes in real-
world scenarios. 

Class 
name 
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K
ap
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vegetation 27 0 1 2 30 0.9 0 
Water 0 30 0 0 30 1 0 

Buildings 3 2 19 6 30 0.63 0 
Barren 
land 2 0 0 28 30 0.93 0 

Total 32 32 20 36 120 0 0 
P-

Accuracy 0.84 0.94 0.95 0.78 0 0.87 0 

Kappa 0 0 0 0 0 0 0.82 
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