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Abstract— Emotion could be expressed through unimodal 

social behaviour’s or bimodal or it could be expressed through 

multimodal. This survey describes the background of facial 

emotion recognition and surveys the emotion recognition using 

visual modality. Some publicly available datasets are covered 

for performance evaluation. A summary of some of the 

research efforts to classify emotion using visual modality for 

the last five years from 2013 to 2018 is given in a tabular form. 

 

Index Terms— Visual, Emotion Recognition, Deep 

Learning, Facial Expressions.  

 

I. INTRODUCTION 

Facial expressions convey emotions and provide evidence 

about people's personality and intentions. Studying and 

understanding facial expressions returns to the first reported 

scientific to Duchenne who wanted to fix how the muscles in 

the human face produce facial expressions. Charles Darwin 

also studied facial expressions and body gestures in 

mammals[1]. An influential milestone in the analysis of 

facial expression is the work of Paul Ekman [2], who 

described a set of 6-basic emotions (fear, sad, anger, surprise, 

disgust and happy) that are universal in terms of expressing, 

and understanding them. 

         Emotion is a fundamental component of being 

human [3]. In human daily social life, knowing the emotional 

feeling of the counterpart is intuitive, but, when it comes to 

the computer, this is much harder [4]. Emotion recognition 

finds its extensive applications in the area of 

human-computer interaction (HCI) since the information 

about emotional states could be used to make communication 

with computers in a more human-like manner [5, 6]. 

Emotion could be expressed through unimodal social 

behaviours, including speech, facial expressions, text, 

gesture, etc., or bimodal such as speech and facial, brain 

signals and facial, speech and text etc., or it could be 

expressed through multimodal such as audio, video, 

physiological signals and so on [7] as shown in Fig. 1. The 

main part of the overall impression of the message is the 

facial expression 55% while the audio part and semantic 
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content contribute 38% and 7% respectively [8]. 

         This paper aims to present a survey of emotion 

recognition using visual modality to identify the latest 

methods used by researchers to detect human emotions using 

computers. 

 
Fig. 1 Emotion recognition types. 
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II. FACIAL EMOTION RECOGNITION  

A. Important evidence about a person's emotion can be 

obtained from facial expressions[9]. The Facial Action 

Coding System (FACS) describes all facial muscle 

movements that can be perceived in terms of predefined 

Action Units(AUs), which are encoded numerically and 

facial expressions correspond to one or more of these AUs 

[10].  

Recognizing emotion from facial expressions has several 

advantages such as: 

 • It considers a natural way to identify emotional states. 

 • Many datasets available for facial expression.  

 • Many tools support facial recognition are available to 

researchers. 

Recognizing emotion from facial expressions has also some 

disadvantages such as: 

 • Cannot provide context information thus sometimes 

results are misleading. 

 • Detection results dependent on image or video quality 

[11].  

 • Motions involved in facial emotions can be faked by actors 

[12]. 

The general stages of facial emotion recognition are: 

Collecting data means getting static images or sequences of 

video images that provide more information because they are 

capable of representing the temporal characteristics of an 

expression [13].   

Pre-processing It’s an important step that aims to enhance 

the quality of the image to make it ready for other processing 

by for example removing the noise, or changing the contrast 

and brightness. Solve illumination problems, e.g. by using 

histogram equalization [14], and find faces in the images 

using a face detection algorithm [15]. Viola-Jones is the most 

famous face detection algorithms. It is widely used for 

real-time face detection purposes [16] 

Feature extraction plays an important role in emotion 

recognition [17]. Different techniques were used to extract 

the features like Gabor-wavelets and Principal Component 

Analysis (PCA) [18]. 

 

Classification can be done in different methods in terms of 

facial actions that cause expression, in terms of some unusual 

expressions. Ekman defined 6-categories, referred to as basic 

emotions [19] as shown in Fig. 3. All basic emotions are 

described in terms of facial expressions that characterize 

unique emotion [20].  

 

Fig. 4.The 6-basic facial emotions (a) Anger (b) Disgust (c) 

Fear (d) Happiness (e) Sadness (f) Surprise [21]. 

Several machine-learning techniques can be used for FER, 

the majority of these methods use manually extracted 

features, and hence require certain efforts in terms of 

computation cost and programming [22]. A new kind of 

learning based on DL, comes to challenge the above 

framework, e.g., DCNN [23]. The individual steps in such 

systems can be combined into a single learning procedure.    

 

III. FACIAL EMOTION RECOGNITION TECHNIQUES  

Different techniques used in previous literature as will be 

shown in table 2. The trend in recent research is towards the 

use of Deep Learning (DL) and the results reached in their 

experiments are actually encouraging [24-31]. DL is capable 

of addressing the challenges of unlabeled, noisy, missing 

and/or conflicting data [32]. It is a self-learning tool designed 

to identify patterns in several sets of data samples, extracted 

from multiple processing layers [33]. The concept of it comes 

from the study of artificial neural network multilayer 

perceptron which contains more hidden layers. One of the 

main strengths of using DL techniques is that there is no need 

for extracting features manually instead it is able to learn 

features over basic representations [12, 34]. 

IV. DATASETS 

One of the important requirements to develop facial 

emotion recognition system is the acquisition and validation 

of emotion data. The performance of the recognition system 

are easily affected if it is not well-trained with sufficient data 

in the datasets. Therefore, we need publicly available datasets 

to evaluate the performance [35]. Some of the these publicly 

available datasets used for this purpose are summarized with 

a simple description about it in Table 1. 

 

V. LITERATURE SURVEY   

As it is difficult to include all of these studies, this paper 

introduces and surveys some of the recent research papers 

from 2013 to 2018 as shown in Table 2.  
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VI. CONCLUSIONS  

Facial modality have the core position in emotion 

recognition, however audio, text, psychological, body posture 

could also play an important role. Much progress has been 

made in the facial emotion recognition, but more work is still 

necessary to get a satisfactory framework. This survey 

describes the background of facial emotion recognition and 

presents the related works. Some of the publicly available 

datasets for researchers are also covered. A summary of some 

of the last five years papers from 2013 to 2018 show that 

there are many different techniques used for feature 

extraction and classification which some researchers use 

individually; others use a combination of these techniques to 

get a benefit of more than one of them. There are no unified 

methods defined in this field.  The trend in recent research is 

towards the use of DL especially CNN and results reached in 

their experiments are actually encouraging.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1:  Facial emotion recognition datasets 

 

Simple Description Dataset 

1- Contains 648 - emotional expressions illustrated which are the dynamic 

events that unfold in a certain way over time. 

2- Contains the 6-basic emotions beside contempt, pride, and 

embarrassment. 

3- 22 subjects (12 males, 10 females) from Northern Europe and the 

Mediterranean. 

4- Uses an active turning head to illustrate the orientation of the 

expressions. 

5- It is publicly available to researchers under request [36]. 

Amsterdam 

Dynamic 

Facial 

Expression Set 

(ADFES)  
 

1. It is an extension of the ADFES [37]. 

2. It is acted by 12 North European subjects (5 female, 7 male) and 10 

Mediterranean actors (5 female, 5 male) expressing the 6-basic 

emotions plus 3-complex emotions of contempt, pride, and 

embarrassment, beside neutral.  

3. Wingenbach et al. created the ADFES-BIV dataset by editing the 120 

videos played by the 12 North European actors to add three levels of 

intensities by created three new videos, displaying the same emotion at 

three different degrees of intensity: low, medium and high, for a total of 

360 videos [38]. 

4. It is free available for a scientific research purposes under request. 

Amsterdam 

Dynamic Facial 

Expression Set 

Bath Intensity 

Variations 

(ADFES-BIV) 

1- The three dimensional models of facial tissue and facial texture of two 

dimensions of 2500 models of 100 substances (44 male, 56 female), and 

their ages from 18 - 70 years.  

2- Expressions of happiness, disgust, fear, anger, surprise, and sadness 

include four levels of distress. 

3- It contains posed expression. 

4- It is the first attempt at making a 3D facial expression dataset available 

for the research community [39]. 

Binghamton 

University 3D 

Facial Expression 

(BU-3DFE) 

1- 3D video dataset for recognition facial expression.  

2- Comprises 101 subjects (43 male, 58 female) with an age range of 18 - 45 

years, belonging to various ethical and racial groups including Asian 

(28), black (8), Latino (3) and white (6). 

3- Contains the 6-basic emotions.  

Binghamton 

University 4D 

Facial Expression 

(BU-4DFE) 
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4- Each facial expression was captured to produce a four seconds video 

sequence of temporally varying 2D texture and 3D shapes at the rate of 

25 frames per second. 

5- It is publicly available [40]. 

1- Is the most widely used dataset, includes 388 image sequences from 100 

subjects. Each sequence contained 12–16 frames. 

2- The subject’s age range of 18 - 30 years (35% male, 65% female). 50% of 

subjects came from the African-American background, and 3% from 

the Asian or the Latino-American background.  

3- Contains the 6-basic emotions beside neutral. 

4- Contains posed expressions. 

5-  Some subjects did not have image sequences corresponding to all of the 

expressions, and in some cases, only one image sequence per 

expression was available [41]. 

6- It’s available but under certain conditions. 

Cohn-Kanade 

(CK) 

1- Contains 593 sequences from 123 subjects. These are not fixed length 

sequences and the duration varies from 10 to 60 frames. 

2- All the sequences start from the neutral pose to the peak formation of the 

expression.  

3- The locations of facial landmarks are provided along with the dataset.  

4- It contains both spontaneous and poses expression. 

5- Contains the 6-basic emotions beside neutral. 

6- Out of the 593 sequences in the dataset, only 309 were labelled as one of 

the 6-basic emotions. 

7- It’s available to the research community [42, 43] 

 

Extended 

Cohn-Kanade  

(CK+) 

1- Comprising 171 naturalistic faces of young, middle-aged, and older 

women and men.  

2- Contains the 6-basic emotions beside neutral, bringing about 2,052 

individual images.  

3- Contains 154 subjects of different age.  

4- It’s available free to scientific research [44].  

FACES 

1- It contains 35,887 images. 

2- The dataset is split into 28,709 samples for training, 3,589 for validation, 

and 3,589 for test sets with basic expression labels provided for all 

samples.  

3- Grayscale images with a resolution of 48 x 48 pixels.  

4- The dataset was created using the Google image search API to search for 

images of faces that match a set of 184 emotion-related keywords like 

―blissful‖, ―enraged,‖ etc. 

5- It is available for download [45, 46] 

Facial 

Expression 

Recognition 

(FER-2013) 

1- Contains 213 images of female facial expressions expressed by 10 

subjects.  

2- Each image has a resolution of 256×256 pixels with almost the same 

number of images for each category of expression.  

3- The head in each image is usually in a frontal pose, and the subject’s hair 

was tied back to expose all the expressive zones of her face.  

4- Tungsten lights were positioned to create an even illumination on the 

face.  

5- Contains the 6-basic emotions beside neutral [47]. 

6- It’s is available free for use in non-commercial research [48]. 

Japanese 

Female Facial 

Expression 

(JAFFE) 

1- Collection of posed and induced facial expression image sequences.  

2- All sequences were captured in a controlled laboratory environment with 

high resolution and no occlusions. 

3-  Image resolution 896×896 pixels. 

4- The collection consists of two parts: The first part depicts 86 subjects (51 

Multimedia 

Understanding 

Group (MUG) 
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male, 35 female) performing the 6-basic emotions beside neutral. The 

second part contains the same subjects recorded while watching a video 

that stimulates emotion. 

5- Contains manual and automatic explanation of 80 points facial features 

of a large number of frames. 

6- Most of the dataset recordings are available to the scientific community 

[49].  

1- is a high quality photograph of genuine facial expressions with 210 high 

quality photographs of 30 subjects.  

2- It is available for free to the scientific researcher under request [50]. 

Warsaw Set of 

Emotional Facial 

Expression 

Pictures 

(WSEFEP) 
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Table 2: A summary of some of the recent papers (2013 - 2018) 

 

 

References 

 

[1] Eleftheriadis, S., Gaussian processes for modeling of 

facial expressions, in Department of Computing. 2016, 

Imperial College London. p. 174. 

[2] Ekman, P., Darwin, deception, and facial expression. 

Annals of the New York Academy of Sciences, 2003. 

1000(1): p. 205-221. 

[3] Brave, S. and C. Nass, Emotion in human–computer 

interaction. Human-Computer Interaction, 2003: p. 53. 

Paper 

Reference 

Dataset Feature Extraction 

Technique 

Classification 

Technique 

Recognition Rates 

[51] JAFFE, and MUG Local Fisher 

Discriminant Analysis  

(LFDA) 

1-nearest-neighb

or 

JAFFE: 94:37%  

MUG: 95.24% 

  

[52]  JAFFE Gabor filter Bayesian 

 

96.73 % 

[53] JAFFE, and Yale Gabor techniques Neural network 

back-propagation 

algorithm 

JAFFE: 96.83%  

Yale: 92.22% 

[54] JAFFE Gabor wavelet 

transform, PCA and 

LBP  

k-NN 90% 

[55] CK+ kernel PCA (KPCA) KPCA KPCA: 76.5%  

PCA: 72.3% 

[56] Private Eigen face approach Euclidean 

distance 

Average of recognition rate: 

85.38% 

[57] CK+ Active Shape Models 

(ASM) 

RBF kernel SVM,  

HMM 

SVM: 70.6% 

HMM: 65.2% 

[58] Private  Biorthogonal Wavelet   

Entropy (BWE) 

Fuzzy Multiclass  

SVM (FMSVM) 

96.77+_0.10% 

[59] CK, and Berlin  Gabor filter for images, 

and   Mel-Frequency 

Cepstral Coefficients 

(MFCC) for audio 

signals 

SVM CK: 84.68% 

Berlin: 80.68% 

In Real-Time: 81.58% 

[31] JAFFE, and CK+ CNN 

 

JAFFE: 76.7442%  

CK+: 80.303%  

[60] 

 

CK+ Gabor, and LBP Linear, RBF and 

polynomial 

kernel SVM 

Gabor+LBP 6-class: (linear SVM: 

97.10% RBF SVM: 97.42% 

polynomial SVM: 96.45%) 

7-class (linear SVM: 95.45% RBF 

SVM: 95.45% polynomial SVM: 

94.45%) 

[61] CK+, JAFFE and 

BU-3DFE 

CNN 

 

CK+: 96.76 

JAFFE: 82.10, 

BU-3DFE: 82 

[62] Private DWT Single-hidden-lay

er NN 

89.49  0.76% 

[63] ADFES-BIV Extracting temporal 

information 

sparse 

representation 

was used  

Low intensity: 66.9 , 79.6 for 

middle , and 80.3 for high 

intensity 



International Journal of Advanced Research in Computer Engineering & Technology (IJARCET) 

Volume 7, Issue 11, November 2018, ISSN: 2278 – 1323 

 

 

                                                                                                            All Rights Reserved © 2018 IJARCET                                                                                                      777 

 

 

 

[4] Yao, Q., Multi-sensory emotion recognition with 

speech and facial expression, 2014. Copyright-ProQuest, 

in Graduate School. 2014, University of Southern 

Mississippi: UMI Dissertations Publishing. p. 133. 

[5] Houjeij, A., et al. A novel approach for emotion 

classification based on fusion of text and speech. in 

Telecommunications (ICT), 2012 19th International 

Conference on. 2012. IEEE. 

[6] Khorrami, P.R., How deep learning can help emotion 

recognition. 2017, University of Illinois at 

Urbana-Champaign. 

[7] Maaoui, C., F. Abdat, and A. Pruski, Physio-visual 

data fusion for emotion recognition. IRBM, 2014. 35(3): 

p. 109-118. 

[8] Wu, C.-H., J.-C. Lin, and W.-L. Wei, Survey on 

audiovisual emotion recognition: databases, features, and 

data fusion strategies. APSIPA transactions on signal and 

information processing, 2014. 3. 

[9] Busso, C., et al. Analysis of emotion recognition 

using facial expressions, speech and multimodal 

information. in Proceedings of the 6th international 

conference on Multimodal interfaces. 2004. ACM. 

[10] Al Osman, H. and T.H. Falk, Multimodal Affect 

Recognition: Current Approaches and Challenges, in 

Emotion and Attention Recognition Based on Biological 

Signals and Images. 2017, InTech. 

[11] Zhao, Y., Human emotion recognition from body 

language of the head using soft computing techniques. 

2012: University of Ottawa (Canada). 

[12] Spiers, D.L., Facial emotion detection using deep 

learning. 2016. 

[13] Valero, H.G., Automatic Facial Expression 

Recognition, in School of Computer Science. 2016, 

University of Manchester. p. 116. 

[14] Kryszczuk, K. and A. Drygajlo. Color correction for 

face detection based on human visual perception 

metaphor. in Proc. of the Workshop on Multimodal User 

Authentication. 2003. 

[15] Kadoury, S., Face Detection Using Locally Linear 

Embedding, in Department of Electrical and Computer 

Engineering. 2005, McGill University, Montreal, Canada. 

p. 135  

[16] Al-Sumaidaee, S., et al. Facial expression 

recognition using local Gabor gradient code-horizontal 

diagonal descriptor. in 2nd IET International Conference 

on Intelligent Signal Processing 2015 (ISP). 2015. 

[17] Feng, I., Using Computational Models to Understand 

ASD Facial Expression Recognition Patterns. 2017, 

Dartmouth College Computer Science. p. 45. 

[18] Kotsia, I. and I. Pitas. Real time facial expression 

recognition from image sequences using support vector 

machines. in Image Processing, 2005. ICIP 2005. IEEE 

International Conference on. 2005. IEEE. 

[19] Ekman, P. and W.V. Friesen, Facial action coding 

system. 1977. 

[20] Papazachariou, K., Facial analytics for emotional 

state recognition. 2017, University of Strathclyde. 

[21] Mayya, V., R.M. Pai, and M.M. Pai, Automatic facial 

expression recognition using DCNN. Procedia Computer 

Science, 2016. 93: p. 453-461. 

[22] Krizhevsky, A., I. Sutskever, and G.E. Hinton, 

Imagenet classification with deep convolutional neural 

networks. COMMUNICATIONS OF THE ACM 2017. 

VOL. 60 (NO. 6): p. 84-90. 

[23] Poria, S., et al., Ensemble application of 

convolutional neural networks and multiple kernel 

learning for multimodal sentiment analysis. 

Neurocomputing, 2017. 

[24] Liu, P., et al. Facial expression recognition via a 

boosted deep belief network. in Proceedings of the IEEE 

Conference on Computer Vision and Pattern Recognition. 

2014. 

[25] Aneja, D., et al. Modeling Stylized Character 

Expressions via Deep Learning. in Asian Conference on 

Computer Vision. 2016. Springer. 

[26] Zhang, T., et al., A Deep Neural Network-Driven 

Feature Learning Method for Multi-view Facial 

Expression Recognition. IEEE Transactions on 

Multimedia, 2016. 18(12): p. 2528-2536. 

[27] Guo, Y., et al. Deep Neural Networks with Relativity 

Learning for facial expression recognition. in Multimedia 

& Expo Workshops (ICMEW), 2016 IEEE International 

Conference on. 2016. IEEE. 

[28] Yu, Z. and C. Zhang. Image based static facial 

expression recognition with multiple deep network 

learning. in Proceedings of the 2015 ACM on 

International Conference on Multimodal Interaction. 

2015. ACM. 

[29] Kim, B.-K., et al., Hierarchical committee of deep 

convolutional neural networks for robust facial expression 

recognition. Journal on Multimodal User Interfaces, 2016. 

10(2): p. 173-189. 

[30] Shan, K., et al. Automatic facial expression 

recognition based on a deep convolutional-neural-network 

structure. in Software Engineering Research, 

Management and Applications (SERA), 2017 IEEE 15th 

International Conference on. 2017. IEEE. 

[31] Katsaggelos, A.K., S. Bahaadini, and R. Molina, 

Audiovisual fusion: Challenges and new approaches. 

Proceedings of the IEEE, 2015. 103(9): p. 1635-1653. 

[32] Pampouchidou, A., et al., Quantitative comparison of 

motion history image variants for video-based depression 

assessment. EURASIP Journal on Image and Video 

Processing, 2017. 2017(1): p. 64. 

[33] Hinton, G., et al., Deep neural networks for acoustic 

modeling in speech recognition: The shared views of four 

research groups. IEEE Signal Processing Magazine, 2012. 

29(6): p. 82-97. 

[34] Zhibing, X., Audiovisual Emotion Recognition 

Using Entropy-estimation-based Multimodal Information 

Fusion. 2015, Ryerson University. 

[35] Van Der Schalk, J., et al., Moving faces, looking 

places: validation of the Amsterdam Dynamic Facial 

Expression Set (ADFES). Emotion, 2011. 11(4): p. 907. 

[36] Van der Schalk, J., Hawk, S.T., Fischer, A.H., 

Doosje, B. , Moving Faces, Looking Places: Validation of 

the Amsterdam Dynamic Facial Expression Set (ADFES). 

Emotion, 2011. 11(2011): p. 907-920. 

[37] Wingenbach, T.S., C. Ashwin, and M. Brosnan, 

Correction: Validation of the Amsterdam Dynamic Facial 

Expression Set–Bath Intensity Variations (ADFES-BIV): 



International Journal of Advanced Research in Computer Engineering & Technology (IJARCET) 

Volume 7, Issue 11, November 2018, ISSN: 2278 – 1323 

 

 

 

                                                                                           www.ijarcet.org                                                                      778 

 

A Set of Videos Expressing Low, Intermediate, and High 

Intensity Emotions. PloS one, 2016. 11(12): p. e0168891. 

[38] Yin, L., et al. A 3D facial expression database for 

facial behavior research. in Automatic face and gesture 

recognition, 2006. FGR 2006. 7th international 

conference on. 2006. IEEE. 

[39] Hayat, M. and M. Bennamoun, An automatic 

framework for textured 3D video-based facial expression 

recognition. IEEE Transactions on Affective Computing, 

2014. 5(3): p. 301-313. 

[40] Lajevardi, S.M. and Z.M. Hussain, Novel 

higher-order local autocorrelation-like feature extraction 

methodology for facial expression recognition. IET image 

processing, 2010. 4(2): p. 114-119. 

[41] Jain, S., C. Hu, and J.K. Aggarwal. Facial expression 

recognition with temporal modeling of shapes. in 

Computer Vision Workshops (ICCV Workshops), 2011 

IEEE International Conference on. 2011. IEEE. 

[42] Lucey, P., et al. The extended cohn-kanade dataset 

(ck+): A complete dataset for action unit and 

emotion-specified expression. in Computer Vision and 

Pattern Recognition Workshops (CVPRW), 2010 IEEE 

Computer Society Conference on. 2010. IEEE. 

[43] Ebner, N.C., M. Riediger, and U. Lindenberger, 

FACES—A database of facial expressions in young, 

middle-aged, and older women and men: Development 

and validation. Behavior research methods, 2010. 42(1): 

p. 351-362. 

[44] Goodfellow, I.J., et al. Challenges in representation 

learning: A report on three machine learning contests. in 

International Conference on Neural Information 

Processing. 2013. Springer. 

[45] Goodfellow, I.J., et al., Challenges in representation 

learning: A report on three machine learning contests. 

Neural Networks, 2015. 64: p. 59-63. 

[46] Jabid, T., M.H. Kabir, and O. Chae, Robust facial 

expression recognition based on local directional pattern. 

ETRI journal, 2010. 32(5): p. 784-794. 

[47] Lyons, M., et al. Coding facial expressions with 

gabor wavelets. in Automatic Face and Gesture 

Recognition, 1998. Proceedings. Third IEEE 

International Conference on. 1998. IEEE. 

[48] Aifanti, N., C. Papachristou, and A. Delopoulos. The 

MUG facial expression database. in Image Analysis for 

Multimedia Interactive Services (WIAMIS), 2010 11th 

International Workshop on. 2010. IEEE. 

[49] Olszanowski, M., et al., Warsaw set of emotional 

facial expression pictures: a validation study of facial 

display photographs. Frontiers in psychology, 2015. 5: p. 

1516. 

[50] Rahulamathavan, Y., et al., Facial expression 

recognition in the encrypted domain based on local fisher 

discriminant analysis. IEEE Transactions on Affective 

Computing, 2013. 4(1): p. 83-92. 

[51] Piparsaniyan, Y., V.K. Sharma, and K. Mahapatra. 

Robust facial expression recognition using Gabor feature 

and Bayesian discriminating classifier. in 

Communications and Signal Processing (ICCSP), 2014 

International Conference on. 2014. IEEE. 

[52] Owusu, E., Y. Zhan, and Q.R. Mao, A 

neural-AdaBoost based facial expression recognition 

system. Expert Systems with Applications, 2014. 41(7): p. 

3383-3390. 

[53] Abdulrahman, M., et al. Gabor wavelet transform 

based facial expression recognition using PCA and LBP. 

in Signal Processing and Communications Applications 

Conference (SIU), 2014 22nd. 2014. IEEE. 

[54] Hu, D.K., et al. Recognition of Facial Expression via 

Kernel PCA Network. in Applied Mechanics and 

Materials. 2014. Trans Tech Publ. 

[55] De, A., A. Saha, and M. Pal, A human facial 

expression recognition model based on Eigen face 

approach. Procedia Computer Science, 2015. 45: p. 

282-289. 

[56] Suk, M. and B. Prabhakaran. Real-time facial 

expression recognition on smartphones. in Applications of 

Computer Vision (WACV), 2015 IEEE Winter 

Conference on. 2015. IEEE. 

[57] Zhang, Y.-D., et al., Facial emotion recognition 

based on biorthogonal wavelet entropy, fuzzy support 

vector machine, and stratified cross validation. IEEE 

Access, 2016. 4: p. 8375-8385. 

[58] Aswin, K., et al. HERS: Human emotion recognition 

system. in Information Science (ICIS), International 

Conference on. 2016. IEEE. 

[59] Sun, Y. and J. Yu. Facial Expression Recognition by 

Fusing Gabor and Local Binary Pattern Features. in 

International Conference on Multimedia Modeling. 2017. 

Springer. 

[60] Lopes, A.T., et al., Facial expression recognition 

with convolutional neural networks: coping with few data 

and the training sample order. Pattern Recognition, 2017. 

61: p. 610-628. 

[61] Wang, S.-H., et al. Facial Emotion Recognition via 

Discrete Wavelet Transform, Principal Component 

Analysis, and Cat Swarm Optimization. in International 

Conference on Intelligent Science and Big Data 

Engineering. 2017. Springer. 

[62] SÖNMEZ, E.B., An Automatic Multilevel Facial 

Expression Recognition System. Süleyman Demirel 

Üniversitesi Fen Bilimleri Enstitüsü Dergisi, 2018. 22(1): 

p. 160-165. 

 

Wisal Hashim Abdulsalam is a Ph.D. candidate at the 

Informatics Institute for Postgraduate Studies, Iraqi 

Commission for Computers & Informatics, Baghdad, Iraq. 

She obtained her master's degree from the same institute 

and her B.Sc. degree from the Computer Science 

Department at the College of Education for Pure 

Science-Ibn Al-Haitham, University of Baghdad. She has 

published three research papers in national and 

international journals. 

 

Professor Dr. Rafah Shihab Alhamdani is the Dean of the 

Informatics Institute for Postgraduate Studies, Iraqi 

Commission for Computers & Informatics, Baghdad, Iraq. 

She has published more than 41 research papers in 

national and international journals and conferences. 



International Journal of Advanced Research in Computer Engineering & Technology (IJARCET) 

Volume 7, Issue 11, November 2018, ISSN: 2278 – 1323 

 

 

                                                                                                            All Rights Reserved © 2018 IJARCET                                                                                                      779 

 

 

 

She obtained her B.Sc. degree in agricultural economics in 

1975, M.Sc. degree in agricultural economics (operations 

research) in 1986 and Ph.D. degree in Economic 

(operation research), in 1997 all from Baghdad 

University. She published eight books in various fields. 

 

Assistant Professor Mohammed Najm Abdullah received 

his B.Sc. degree in 1983 in electrical engineering from the 

College of Engineering, University of Baghdad. He 

received his M.Sc. degree in electronic and 

communication engineering from the same college in 

1989 and his Ph.D.degree in 2002 in electronic and 

communication engineering from the University of 

Technology. Now, He currently works at the Department 

of Computer Engineering, University of Technology, 

Baghdad, Iraq. His areas of interest are air-borne 

computers, DSP software and hardware, PC interfacing, 

e-learning, information systems management, and 

wireless sensor networks. He published 42 research papers 

in national and international journals and conferences, as 

well as 13 books. 

 


